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Abstract

We define dual-critical graphs as graphs that have acyclic orientations in which the indegrees have certain parity constraints. We have very limited knowledge about the complexity of dual-criticality testing. The basic definitions show that the problem is in NP, and a result of Balázs Szegedy and Christian Szegedy [4] provides a randomized polynomial algorithm, which relies on formal matrix rank computing. It is unknown whether dual-criticality test can be done in deterministic polynomial time. Moreover, the question of being in co-NP is also open.

The first section introduces dual-critical graphs and their basic properties. We examine connectivity conditions, splitting trees, and the background of the terminology, which lies in planar dual-critical graphs. The second section deals with 3-regular graphs. The main theorem of the section shows that dual-critical graphs coincide with many graph classes when restricted to 3-regular graphs. The following subsections show further equivalences, and they yield a deterministic polynomial algorithm in the 3-regular case. The final section shows some necessary conditions for dual-criticality.

1 Dual-critical graphs in general

1.1 Basic properties of dual-critical graphs

Definition 1.1 (Acyclic orientation). An orientation $\vec{G} = (V, \vec{E})$ of a graph $G$ is called acyclic if it does not have directed cycles.

Definition 1.2 (Dual-critical graph). A graph $G$ is dual-critical if it has an acyclic orientation such that all vertices except one have an odd indegree.
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Remark 1.3. In every acyclic orientation there is a source vertex $v$. It has an even indegree (0). Thus an orientation of a dual critical graph that satisfies the above conditions has exactly one vertex (the source) that has an even indegree, and $|V(G)|-1$ vertices that have odd indegrees. Consequently a dual-critical graph is always loopless and connected.

It is a known fact that acyclic graphs have a topological ordering. In a topological ordering the source vertex comes first. The orientation of the edges is determined by the order of their endpoints: the source of an arc always precedes its target. Let us take a topological ordering of an orientation described above. Beginning with the second vertex, every vertex has an odd number of predecessors to which it is connected. Consequently, the class of dual-critical graphs can be characterized as the graphs that can be built by taking a single vertex, and adding new vertices connected to the previous ones by an odd number of edges. Such an ordering will be called a good ordering, and the orientation defined by a good ordering will be called a good orientation.

Remark 1.4. It is easy to see that a good orientation of a dual-critical graph is rooted connected, with the source vertex as root. Indeed, except the first vertex (the source or the root) in the good ordering, every vertex has at least one incoming arc. So one could construct a backward path from any vertex to the root by going backwards on incoming arcs.

**Notation:** For a subset $X$ of vertices, $i(X)$ denotes the number of edges induced by $X$. The symmetric difference of $X$ and $Y$ is denoted by $X \oplus Y$. When writing congruences, the notation of the modulus will be omitted if it is 2, e.g., $a \equiv b$ means that $a$ and $b$ have the same parity.

**Definition 1.5** (Good parity, bad parity). If $|V| \not\equiv |E|$ holds for a graph $G(V,E)$, we say that $G$ has good parity, otherwise, if $|V| \equiv |E|$, we say that $G$ has bad parity.

Remark 1.6. Clearly a dual-critical graph has good parity. Moreover suppose, that an acyclic orientation $\vec{G}$ is given for a graph $G$ having good parity. Let $w \in V(G)$ be an arbitrary vertex. If we check all indegrees in $V(G) - w$, and there is at most one even indegree, then the orientation is good.

**Definition 1.7** ($T$-odd). Let $T \subseteq V$. An orientation of a graph $G = (V,E)$ is $T$-odd if all vertices in $T$ have odd indegree, and all vertices in $V - T$ have even indegree.

**Theorem 1.8.** The following statements are equivalent for any graph $G = (V,E)$:

1. $G$ is dual-critical.

2. For any given $v \in V(G)$ there is an acyclic orientation, in which all the indegrees are odd except for $v$.

3. The graph has good parity and for every set $T \subseteq V$ with $|T| \equiv |E|$, there exists a $T$-odd acyclic orientation.
1.1 Basic properties of dual-critical graphs

(4) Either \( G \) is the graph consisting of one vertex, or it has a two-class partition \( V = A \cup B \), such that \( G[A] \) and \( G[B] \) are dual-critical, and the cut \( E(A, B) \) defined by \( A \) and \( B \) has an odd number of edges (i.e., \( d(A, B) = |E(A, B)| \) is odd).

**Proof.**

(1)\( \Rightarrow \) (4) Take a good ordering of \( G \). Let \( w \) be the last vertex in the ordering. Choose \( A = V(G) - w \), \( B = \{w\} \).

(4)\( \Rightarrow \) (3) We use induction on the number of vertices. If \( |T \cap A| \not\equiv i(A) \) and \( |T \cap B| \not\equiv i(B) \), then \( |T| \not\equiv i(A) + i(B) + d(A, B) = |E| \), a contradiction. Wlog. one can suppose \( i(A) \equiv |T \cap A| \). By induction, as \( G[A] \) is dual-critical, we can take an acyclic orientation of \( G[A] \) in which the vertices of \( T \cap A \) have an odd indegree, and the vertices of \( A - T \) have an even indegree. Direct the edges of \( E(A, B) \) towards \( B \).

As \( |T \cap A| \equiv i(A) \) we have that \( |T \cap B| \not\equiv i(B) \). Let \( Z \) be the set of vertices in \( B \) that have an odd number of incoming edges from \( A \), and let \( T' = (T \cap B) \oplus Z \). As \( |Z| \) is odd, \( |T'| \equiv i(B) \).

Now one can use induction for \( G[B] \) and \( T' \), and fix an acyclic \( T' \)-odd orientation of \( G[B] \). It is easy to check that the resulting orientation of \( G \) is also acyclic and moreover it is \( T \)-odd.

(3)\( \Rightarrow \) (2) We may use (3) for \( T = V(G) - v \).

(2)\( \Rightarrow \) (1) Obvious.

**Proposition 1.9.** The following operations do not change dual-criticality, i.e., a graph is dual-critical, if and only if using any of these operations results in a dual-critical graph:

(1) Deletion of two parallel edges,

(2) Insertion of two parallel edges between two arbitrary vertices,

(3) Division of an edge by adding a vertex in the middle,

(4) Contraction of an edge that has an endvertex with degree 2.

**Proof.** (1) and (2) are trivial: a good orientation stays good after any of these operations, and if a non-dual-critical graph become dual-critical by this operation, then the good ordering of the resulting graph would be good for the original graph as well.

(3) and (4): if \( G \) is dual critical, then the new vertex can be put anywhere between the endpoints of the divided edge in the good ordering of \( G \). If \( G \) is not dual-critical, then the new graph cannot be dual-critical. Suppose it is dual critical, then a good ordering of the new graph with a source other than the new vertex would have the new vertex between the endpoints of the divided edge, thus doing the reverse of the operation would leave a good ordering of the graph. \(\square\)
Remark 1.10. Using the operations (1) and (3) from [1.9] one can make any graph simple by dividing loops by two vertices (so a triangle is made) and eliminating parallel edge pairs. We might cut a connected graph this way, but in that case Proposition 1.9 states that the original graph was not dual-critical.

Definition 1.11 (Super-dual-critical). A graph is called super-dual-critical, if for any vertex $v \in V(G)$, the graph $G - v$ is dual-critical.

Proposition 1.12. In super-dual-critical graph either all vertex degrees are odd, or all vertex degrees are even. The degree parity is the same as the parity of $|E(G)| - |V(G)|$.

Proof. For an arbitrary vertex $v$ the graph $G - v$ has good parity, thus

$$|V(G)| - 1 \not\equiv |E(G)| - d(v) \Rightarrow d(v) \equiv |E(G)| - |V(G)|. \quad \square$$

Corollary 1.13. A super-dual-critical graph is dual-critical if and only if it has good parity, or equivalently, a super-dual-critical graph is dual-critical if and only if every vertex has odd degree.

Proof. Let $G$ be a super-dual-critical graph. If it has bad parity, then by Proposition 1.12 all degrees are even, so it cannot be dual-critical. If $G$ has good parity, then all degrees are odd. Delete an arbitrary vertex $v$. The graph $G - v$ is dual-critical, hence $G$ is dual-critical as well, since it can be obtained from $G - v$ by adding a vertex that has odd degree. \square

Proposition 1.14. The graph $G$ has a $T$-odd acyclic orientation for every $T \subset V(G)$ for which $|T| \equiv |E(G)|$ if and only if $G$ is dual-critical or $G$ is super-dual-critical.

Proof. First we prove the existence of the orientations. If $G$ is dual-critical, then the proposition follows from Theorem [1.8]. If $G$ is super-dual-critical but it is not dual-critical, then let $v \in V(G) - T$. By the same theorem, $G - v$ has a $T$-odd acyclic orientation since $|T| \equiv |E(G)| \equiv |E(G)| - d(v) = |E(G - v)|$. (The condition $T \not= V - v$ also holds, since $|V(G)| \equiv |E(G)| \equiv |T|$, so from $T \subseteq V$ it follows that $|T| \leq |V(G)| - 2$.) We direct the incident edges of $v$ towards $v$, and get a $T$-odd acyclic orientation of $G$.

Now we prove the other direction. If $G$ has good parity, then the statement follows from Theorem [1.8]. If $G$ does not have good parity (so $|E(G)| \equiv |V(G)|$), then by Proposition 1.12 the graph is Eulerian. Let $v \in V(G)$ be an arbitrary vertex. We will show that $G - v$ is dual-critical. Let $w \in V(G)$ be a vertex different from $v$. There is a $T$-odd orientation $\overrightarrow{G}$ for $T = V(G) - \{v, w\}$. In this orientation, every source vertex has even in-degree (it is 0) and every sink has even indegree since $G$ is Eulerian. In an acyclic orientation there is at least one sink and one source, so $v$ is the source and $w$ is the sink or vice versa. If $v$ is a sink, then $G - v$ is dual-critical with the orientation of $\overrightarrow{G} - v$. Otherwise consider the reversed orientation $\overrightarrow{G}$. It is still $T$-odd, since $v$ and $w$ have even indegree, and all other vertices have odd indegree, since $g_{\overrightarrow{G}}(u) = d_G(u) - g_{\overrightarrow{G}}(u)$ which is odd. Hence $G - v$ is a good orientation of $G - v$. \square

Finally, the following is a proposition which shows that a question about acyclic orientations with parity constraints can be viewed as dual-criticality of a slightly changed graph.

**Proposition 1.15** (Beáta Faller). A graph $G = (V, E)$ has a $T$-odd acyclic orientation for an arbitrary $T \subseteq V$, if and only if the graph $G'$ obtained by adding a vertex $v$ and connecting it to all vertices in $V - T$ is dual-critical.

**Proof.** If $G$ has such an orientation, then directing the edges away from $v$ will give a good orientation for $G'$. If $G'$ is dual-critical, then it has a good orientation in which the source vertex is $v$. This orientation is $T$-odd and acyclic in $G$. \hfill \square

## 1.2 Splitting trees

We prove another equivalent description of dual-critical graphs. We need to define vertex splitting first, which is the opposite of a contraction.

**Definition 1.16.** (Vertex splitting) We replace a vertex $v$ with two vertices $v'$ and $v''$ and connect them with an edge $e_v$. We distribute the edges incident to $v$ among $v'$ and $v''$. (So each edge will be incident to either $v'$ or $v''$). This operation is a splitting of vertex $v$. Note that this operation can also be used on a graph that has a single vertex.

**Lemma 1.17.** All vertex splittings of a dual-critical graph preserve dual-criticality.

**Proof.** Take a good ordering $v_1, v_2, \ldots v_n$ of $G$. Suppose we split vertex $v$ to $v'$ and $v''$. We call the graph obtained this way $G'$. If $v = v_1$, then $v', v'', v_2, v_3, \ldots v_n$ is a good ordering of $G'$. If $v = v_k$ ($k > 1$), then $v$ has an odd indegree, so (not counting the new edge $e_v$) exactly one of $v'$ and $v''$ have an odd indegree. Suppose it is $v'$. Now $v_1, \ldots, v_{k-1}, v', v'', v_{k+1}, \ldots v_n$ is a good ordering. \hfill \square

**Proposition 1.18.** A graph is dual-critical if and only if it can be built from a graph that has a single vertex using the following operations:

- Splitting of a vertex,
- Addition of two parallel edges to an existing edge.

**Proof.** Item (2) in Proposition 1.9 and the previous lemma imply that all graphs that can be built from a single vertex using the two operations above are dual-critical.

We need to prove that all dual-critical graphs can be built this way. We use induction on the number of edges. The statement is trivial if the graph has no edges. Suppose the statement is true for all graphs with at most $e$ edges. Let $G$ be a dual-critical graph with $|E(G)| = e + 1$. Take a good ordering of $G$. There is an odd number of edges connecting the first two vertices. If there are at least 3 edges here, we can remove two of them, and we are done by induction. If there is only one edge, then the contraction of this edge results in $G'$, which is a dual-critical graph: the same
Orientation is a good orientation of $G'$. By induction there is a way to build $G'$ from a single vertex using the two operations. After these operations we can make a vertex splitting that results in $G$. \hfill \Box

Remark 1.19. Note that there is a spanning tree that corresponds to the splitting build-up of a dual-critical graph: it is the set of edges that were introduced with vertex splittings (they were not added as parallel edges).

We would like a better understanding of splitting build-ups and the corresponding splitting-trees. We call a spanning tree $T$ of a graph $G$ a splitting-tree, if there is a splitting build-up for which the edges created by splittings are the edges of $T$.

Take a splitting tree $T$ of a dual-critical graph $G$. A parallel edge pair $(e_1, e_2)$ that is added to an edge $e$ during the build-up has a certain property. Let $f$ be an edge on the fundamental cycle of $e$ when the edge pair $e_1, e_2$ is added (so $f$ is an edge of the fundamental cycle of the parallel edges as well). Vertex splittings cannot change this property, so $f$ will be a common edge of the fundamental cycles (with respect to $T$) of $e_1$ and $e_2$ in $G$.

Definition 1.20 (FC-matching). For a spanning tree $T$ of $G$ there is a fundamental cycle-matching (or FC-matching), if there is a perfect matching on the edges of $G - T$ such that for every pair, the fundamental cycles of the two matched edges have a common tree-edge.

The argument above proves the following proposition:

Proposition 1.21. If $T$ is a splitting tree of a dual-critical graph then there is an FC-matching in $G$. \hfill \Box

Definition 1.22 (Proper cut). A set $Z$ of edges in a connected graph $G$ is a proper cut if it contains all edges leaving a subset of the vertices, and if $G - Z$ has exactly two connected components. In a non-connected graph the edge set $Z$ is a proper cut if there is a connected component $G'$ for which $Z \subseteq E(G')$ and $Z$ is a proper cut in $G'$.

It is known that a cut is proper if and only if it is an inclusion-wise minimal cut.

Definition 1.23 (Good cut). An edge set $Z$ is a good cut, if it is an odd proper cut ($|Z|$ is odd), for which the two components of $G - Z$ are dual-critical.

The argument below establish a connection between splitting trees and good cuts.

Proposition 1.24. Every splitting tree $T$ has an edge $e$ such that the cut defined by the two components of $T - e$ is a good cut.

Proof. Let $e_1$ and $e_2$ be the first edge pair added as parallel edges in a splitting build-up $B$ that corresponds to the splitting tree $T$. They are added as parallel edges to an edge $f \in T$. Let $F$ be the set of edges obtained by vertex splitting before $f$. The build-up $B'$ where $f$ is the first edge obtained by vertex splitting, and only after the addition of $e_1$ and $e_2$ do we perform the splittings that result in $F$ is a splitting build-up of the same graph with the same splitting tree.
1.2 Splitting trees

The cut defined by the tree edge $f$ is clearly an odd cut, since no other tree edge is an element of it, and the later addition of parallel edge pairs preserve this property. It is easy to verify that both sides are dual-critical: the steps of the splitting build-up are performed on one side of the cut define a splitting build-up of that side. Thus both sides are dual-critical.

**Proposition 1.25.** If the edge set of a tree $T$ corresponds to a spanning arborescence in a good orientation of $G$, then there is a splitting build-up of $G$ where the edges obtained by vertex splitting are exactly the edges of $T$.

**Proof.** We will use induction on the number of vertices. The statement is trivial for a graph with a single vertex. Let $G$ be a dual-critical graph on $n$ vertices, and let $T$ be the edge set of a spanning arborescence in a good orientation. Choose a good ordering of $G$. We call the last vertex of the good ordering $v$. Since $v$ has an odd degree, and $v$ is a leaf of $T$, there is an even number of edges from $G - T$ that are incident to $v$, we call them $e_1, e_2, \ldots e_{2k}$, and the edge of $T$ incident to $v$ will be denoted by $f$. The good orientation of $G$ can be restricted to the edges of $G - v$, and $T' = T - f$ defines a spanning arborescence in it, so by induction $T'$ is a splitting tree of $G - v$. The following build-up proves that $T$ is a splitting tree of $G$:

1. We split the single vertex, the edge obtained will be $f = (wv)$.
2. We add the parallel edge pairs $e_i, e_{i+1}$ to $f$ for $i = 1, \ldots k$.
3. We use the splitting build-up of $G - v$ beginning with vertex $w$.

We need to show that the vertex splittings can be done in a way that the edges added in the first two steps will have the proper endpoints when the build-up is ready. But this can be done, since the endpoint $v$ will not be split, and all the other endpoints are obtained by splittings from the vertex $w$, thus we can define the vertex splittings properly.

**Remark** 1.26. Some splitting trees cannot be constructed as spanning arborescences of good orientations. The example on the right shows a dual-critical graph: the numbers show a good ordering, and the thick edges form a splitting tree that cannot be constructed this way. In a good orientation the last vertex has an odd degree, and in every arborescence the last vertex is a leaf. Albeit in this tree both leaves have an even degree, thus it cannot be a spanning arborescence in a good orientation.

**Definition 1.27** (Adjacency matching). Let $T$ be a spanning tree of $G$. An adjacency-matching is a perfect matching on the edges of $G - T$ such that in every pair the edges are adjacent (they have a common endpoint).

**Proposition 1.28.** If $G$ is dual-critical then it has an adjacency matching for at least one splitting tree $T$. 

---
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1.3 Dual-criticality and connectivity

Proof. Choose a good orientation \( v_1, v_2, \ldots, v_n \) of \( G \). For each vertex except \( v_1 \) we choose the incoming arc with the latest source vertex in the ordering to be an element of \( T \). The tree is a splitting tree by Proposition 1.25, so we only need to show that there is an adjacency matching in \( G - T \). We erase the edges of \( T \). Now all vertices have an even indegree, since all but the first vertex had one incoming arc removed. Thus the arcs with the same endpoints can be arranged into pairs. These pairs define an adjacency matching in \( G - T \).

Remark 1.29. Not every spanning tree is a splitting tree. The following graph is dual-critical (the numbering of the vertices shows a good ordering), but the spanning tree formed by the thick edges is not a splitting tree. Edges (46), (23) and (35) define even cuts. Edge (16) defines a cut where one side is Eulerian (\( K_5 \)), thus it cannot be dual-critical. Edge (24) defines a cut where both sides are triangles, so they are not dual-critical either. Thus the tree has no edge that defines an odd cut with both sides dual-critical, so by Proposition 1.24 it cannot be a splitting tree.

1.3 Dual-criticality and connectivity

We already know that all dual-critical graphs are connected. The aim of this section is to show that deciding dual-criticality in graphs that are not 3-connected can be done by deciding dual-criticality for some 3-connected subgraphs. Maximally 2-connected subgraphs (and bridges) are called blocks.

Proposition 1.30. A connected graph is dual-critical, if and only if all its blocks are dual-critical.

Proof. We use induction on the number of blocks. The statement is trivial, if the graph has 1 block. First we show that the blocks are dual-critical. Take an end-block \( B \) (a leaf of the block tree), and the corresponding cut vertex \( (v) \). The original graph had a good ordering with a source outside \( B \). In that ordering, no vertex of \( B - v \) can precede \( v \), since the first of those vertices would have 0 indegree. Thus all vertices in \( B - v \) have an odd indegree, and their predecessors are vertices of \( B \). Thus the orientation restricted to \( B \) is a good orientation with source \( v \).

If the blocks are dual-critical, and \( B \) is an end-block with cut vertex \( v \), then by induction, \( G - (B - v) \) is dual-critical, and so is \( B \). Thus they both have a good orientation with source \( v \), and this gives a good orientation of \( G \).

Proposition 1.31 (Béa Faller). Let \( G \) be a 2-connected graph with good parity. Suppose that the deletion of the vertex set \( \{v, w\} \) cuts \( G \) into \( k \geq 2 \) parts, their vertex sets are \( V_1, V_2, \ldots, V_k \). Let \( G_i = G[V_i \cup \{v, w\}] \) for \( i = 1, 2, \ldots, k \). Let \( \widetilde{G_i} = G_i \), if \( G_i \) has good parity, and \( \widetilde{G_i} = G_i \oplus (vw) \) otherwise. Then \( G \) is dual-critical, if and only if every \( \widetilde{G_i} \) is dual-critical.
Proof. Suppose that every $\hat{G}_i$ is dual-critical. Fix a good ordering of each $\hat{G}_i$ beginning with vertex $v$. We can construct a good ordering of $G$ by putting together these orderings. Take a value $i$ and a good ordering $\hat{G}_i$, and let $V_1^i$ be the sequence of vertices in $V_i$ that are between $v$ and $w$, and let $V_2^i$ be the sequence of vertices in $V_i$ that come after $w$. Now $v, V_1^1, V_2^1, \ldots, V_k^1, w, V_1^2, V_2^2, \ldots, V_2^k$ is a good ordering of $G$. We need to show that all the indegrees (except the indegree of $v$) are odd. The indegree of $v$ is even, and and every vertex in $V_1^i$ and $V_2^i$ has odd indegree. Thus $w$ has odd indegree by Remark 1.6.

Now suppose that $G$ is dual-critical. $G$ has a good ordering beginning with vertex $v$. Let $V_1^i$ be the subsequence of vertices in $V_i$ that are between $v$ and $w$ in the good ordering of $G$ and let $V_2^i$ be the subsequence of vertices in $V_i$ that come after $w$. Now $v, V_1^1, w, V_2^2$ is a good ordering of $\hat{G}_i$, because the indegree of vertices other than $w$ remains unchanged, so the indegree of $w$ is odd by Remark 1.6. \hfill $\Box$

It is easy to observe that testing dual-criticality for arbitrary multigraphs can be polynomially reduced to testing this property for simple 3-connected graphs (by using Propositions 1.9, 1.30 and 1.31).

Remark 1.32. Beáta Faller and Ervin Győri conjectured that any critically 3-connected graph having good parity is dual-critical. (A graph is critically 3-connected if for any edge $e \in E(G)$ the graph $G - e$ is not 3-connected.) The graph on the right is a counterexample to this conjecture. It is easy to see that it is critically 3-connected, since the removal of an edge leads to a vertex with degree 2. Non-dual-criticality can be checked either by case analysis, or using the following Theorem 3.1.

1.4 Planar case, motivations

Before talking about dual-critical graphs in more detail, some background information should be provided about the term 'dual-critical'. In this section we are going to use matroids. Ample introductory and advanced material can be found on them. See e.g. [5]. In this section graphs may have parallel edges and loops.

Definition 1.33 (Factor-critical). A graph $G$ is factor-critical if for every vertex $v \in V(G)$ there is a perfect matching in $G - v$.

Definition 1.34 (Ear decomposition). The addition of an ear to a graph is adding a path to the graph as an ear, i.e. the endpoints of the path are vertices of the original graph, the inner points are new vertices. If the endpoints of the path are the same vertex of the original graph, then we have added a cycle. A graph has an ear decomposition if there are edge disjoint paths (or cycles with a fixed vertex)
\{P_1, P_2, \ldots, P_k\} such that the graph can be built from a single vertex by adding the paths (or cycles with a fixed vertex) as ears.

There is a well-known result about factor-critical graphs and ear decompositions.

**Theorem 1.35.** [1] A graph is factor-critical if and only if it has an odd ear decomposition, i.e., an ear decomposition in which all ears have an odd number of edges.

We will use the following variant of this theorem.

**Theorem 1.36.** A graph is factor-critical if and only if it can be built from a single vertex using the following operations:

- Addition of an edge between two vertices or addition of a loop,
- Division of an edge into path of length three using two new vertices.

**Theorem 1.37.** The planar dual of a planar factor-critical graph \(G\) is always dual-critical. (So if there are multiple dual graphs depending on the planar embedding of \(G\), then all of them are dual-critical.)

**Proof.** We will show that the build-up of a factor-critical graph described in Theorem 1.36 is the dual of the dual-critical build-up with vertex splittings described in Definition 1.18. Let \(G\) be a planar factor-critical graph. Take a planar embedding of \(G\). The statement is trivial if \(G\) has only one vertex. The addition of an edge \(e\) divides a face \(F\) in two parts. Let \(v\) be the vertex in the dual which corresponds to \(F\). After the addition of the edge there will be two faces, let their dual vertex be \(v_a\) and \(v_b\). Now \(v_a\) and \(v_b\) will be connected by the dual edge of \(e\), and the incident edges of \(v\) will be either incident to \(v_a\) or \(v_b\). Thus the addition of an edge corresponds to a vertex splitting in the dual graph. The division of an edge \(e\) into three parts corresponds to adding two parallel edges between the endpoints of the dual of \(e\). \(\square\)

**Definition 1.38** (Blowing). Let \(v\) be a vertex of a graph \(G\). Let \(H\) be a graph. Blowing graph \(H\) into vertex \(v\) is an operation were we delete vertex \(v\) from \(G\), we add the vertices and edges of \(H\) to \(G\), and for every original edge \(vx\) we take a vertex \(h \in V(H)\) and connect \(x\) to \(h\).

The following proposition is also well-known.

**Proposition 1.39.** Let \(G\) be a factor-critical graph. The graph \(G'\) that is obtained from \(G\) by blowing an odd cycle into a vertex \(v\) is factor-critical.

**Theorem 1.40.** The dual of a planar dual-critical graph \(G\) is always factor-critical. (So if there are multiple dual graphs depending on the planar embedding of \(G\), then all of them are factor-critical.)

**Proof.** We will use induction by the size of the vertex set. If \(|V(G)| = 1\) then the statement is trivial. Let \(G\) be dual-critical graph, and let \(v \in V(G)\) be the last vertex of a good ordering. We fix a planar embedding of \(G\). If we remove \(v\) and the incident edges, the graph \(G - v\) is dual-critical, thus its dual graph \((G - v)^*\) is factor-critical.
Let $f$ be the face in which $v$ was (so it is the union of faces that were originally incident to $v$). Putting back vertex $v$ and its incident edges corresponds to blowing in a cycle on $d(v)$ vertices into the vertex of $(G - v)^*$ that corresponds to $f$. Since $d(v)$ is odd, it is an odd cycle, so the dual graph $G^*$ is factor-critical by Proposition 1.39. $\square$

Since dualization and factor-criticality test can be done in polynomial time, we arrive at the following corollary.

**Corollary 1.41.** There is a polynomial time algorithm for deciding dual-criticality if the graph is planar. $\square$

Theorems 1.37 and 1.40 show that dual-criticality and factor-criticality are dual concepts. Our next goal is to show that Theorems 1.37 and 1.40 can be generalized.

**Remark 1.42.** It is known that a graph is 2-connected if and only if it has an open ear-decomposition, i.e. an ear decomposition where we begin with a cycle, and the two ends of an ear cannot coincide. This statement can be ported for factor-critical graphs. A 2-connected graph is factor-critical if and only if it can be obtained from an odd cycle by adding odd length open ears.

Now we state a well-known result from matroid theory. A proof can be found in section 2.3 in [5].

**Proposition 1.43.** The graphic matroid of the dual of a planar graph is isomorphic to the cographic matroid of the graph. (Equivalently: the dual graph’s graphic matroid is the dual of the graph’s graphic matroid.)

**Definition 1.44.** [2] A sequence of circuits $\{C_0, C_1, \ldots, C_k\}$ of the matroid $M = (S, \mathcal{F})$ is an ear-decomposition if

1. $C_i - (\bigcup_{j=0}^{i-1} C_j)$ is not empty for all $1 \leq i \leq k$
2. $C_i \cap (\bigcup_{j=0}^{i-1} C_j)$ is not empty for all $1 \leq i \leq k$
3. $C_i - (\bigcup_{j=0}^{i-1} C_j)$ is a circuit in $M/\bigcup_{j=0}^{i-1} C_j$ for all $1 \leq i \leq k$
4. $\bigcup_{i=0}^{k} C_i = S$

An ear is a set $C_i - (\bigcup_{j=0}^{i-1} C_j)$.

This definition is the matroid equivalent of the open-ended ear-decomposition which is described in Remark 1.42. It follows that a 2-connected graph is factor-critical if and only if its graphic matroid has an odd ear-decomposition.

We need two basic lemmas from matroid theory. The notation $M^*$ indicates the dual matroid of $M$, and $M/Z$ is used for the contraction of the subset $Z$.

**Lemma 1.45.** (Theorem 8.3 in [2]) Let $M$ be a matroid on the set $S$. Then for any $Z \subseteq S$ the following holds:

\[(M/Z)^* = M^* - Z \quad \text{and} \quad M^*/Z = (M - Z)^* \]

---
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Lemma 1.46 (Proposition 2.3.1 in [3]). Let \( M = (E(G), \mathcal{F}) \) be the graphic matroid of \( G \). The set \( Z \subseteq E(G) \) is a cycle in \( M^* \) if and only if it is a proper cut in \( G \).

Proposition 1.47. Let \( G \) be a dual-critical graph which has at least 2 vertices. For any pair of distinct vertices \( v, w \in V(G) \) there is a good cut (as in Definition 1.23) of \( G \) that separates \( v \) and \( w \).

**Proof.** We will use induction on the number of vertices. For a graph with 2 vertices the statement is trivial. Suppose that the statement is true for all dual critical graphs with at most \( n - 1 \) vertices. Let \( G \) be a dual-critical graph on \( n \) vertices, and let \( u \) be the last vertex of a good ordering of \( G \). Let \( G' = G - u \) and \( V' = V(G - u) = V - u \). Observe that \( G' \) is also dual-critical, consequently \( G' \) is connected. If \( u \in \{v, w\} \) then it is easy to find a good cut, the cut consisting of the edges incident to \( u \) suffices.

If \( u \notin \{v, w\} \), then we use induction to find a good cut \( C = E(W, V' - W) \) in \( G - u \) that separates \( v \) and \( w \). As \( d(u) \) is odd, by symmetry we may assume that \( d(W, u) \) is even and \( d(V' - W, u) \) is odd. We claim that the cut defined by \( W \) in \( G \) is a good cut. It is proper, as \( G[W] \) and \( G[V' - W] \) are connected, and there is at least one edge from \( u \) to \( V' - W \). It is odd, as it contains \( |C| + d(W, u) \) edges. Finally \( G[(V' - W) + u] \) is also dual-critical, as it was obtained by adding a vertex of odd degree to a dual-critical graph.

**Proposition 1.48.** A 2-connected graph is dual-critical if and only if its cographic matroid has an odd ear decomposition.

**Proof.** Let \( M \) be the graphic matroid of \( G \). First we prove that for any 2-connected dual-critical graph, the cographic matroid has an odd ear-decomposition.

Let \( C_0 \subseteq E(G) \) be a good cut in \( G \). If both sides of \( G - C_0 \) have one vertex, then \( (C_0) \) is an ear-decomposition of \( M^* \). Let \( G_1 \) be a component of \( G - C_0 \) that has at least two vertices. The graph \( G_1 \) is dual critical, and it has at least two distinct vertices that are incident to some edges of \( C_0 \). (If there is only one such vertex then it is a cut vertex in \( G \).) By Proposition 1.47 there is an odd proper cut \( C_1^* \) in \( G_1 \) that separate these vertices. Now \( C_1^* \) is not a cut in \( G \), but \( C'_1 \cup C_0 \) is, though it is not a proper cut. We remove some edges of \( C_0 \) from \( C_0 \) until we get a minimal cut which is proper. (We will get a minimal cut before all edges of \( C_0 \) are removed since \( C_1^* \) is not a cut in \( G \).) Thus there is a proper cut \( C_1 \) in \( G \) for which \( C'_1 \subseteq C_1 \subseteq C_0 \cup C_1' \). If all components of \( G - C_0 - C_1 \) are isolated vertices, then we stop. Note that \( C_1 - C_0 = C_1' \), thus \( |C_1 - C_0| \) is odd.

Otherwise let \( G_2 \) be a connected component of \( G - C_0 - C_1 \). We choose a good cut \( C'_2 \) that separate two vertices of \( G_2 \) that are incident to some edges in \( C_0 \cup C_1 \). There is a proper cut \( C_2 \) in \( G \) for which \( C'_2 \subseteq C_2 \subseteq C_0 \cup C_1 \cup C_2 \). We repeat this procedure until all connected components of \( G - \bigcup_{j=0}^{k} C_j \) are isolated vertices.

In the general step let \( G_i \) be a connected component of \( G - \bigcup_{j=0}^{i-1} C_j \) that has at least two vertices. The graph \( G_i \) is dual-critical, thus it has an odd proper cut \( C'_i \) that separate two vertices which are incident to some edges of \( \bigcup_{j=0}^{i-1} C_j \). (If there is no such vertex pair in \( G_i \) then \( G \) is not 2-connected.) We remove some edges of \( \bigcup_{j=0}^{i-1} C_j \) from \( \bigcup_{j=0}^{i-1} C_j \cup C'_i \) and find a proper cut \( C_i \) in \( G \) for which \( C'_i \subseteq C_i \subseteq \bigcup_{j=0}^{i-1} C_j \cup C'_i \). Now \( C_i \) is a proper cut in \( G \), thus it is a circuit in \( M^* \). Moreover,
(1) $C_i - (\bigcup_{j=0}^{i-1} C_j) = C'_i \neq \emptyset$

(2) $C_i \cap (\bigcup_{j=0}^{i-1} C_j) \neq \emptyset$

(3) $C_i - (\bigcup_{j=0}^{i-1} C_j) = C'_i$ is a proper cut in $G - (\bigcup_{j=0}^{i-1} C_j)$, thus it is a circuit in $M^*/(\bigcup_{j=0}^{i-1} C_j)$.

Since $C_i - (\bigcup_{j=0}^{i-1} C_j) = C'_i$, the ear $C_i - (\bigcup_{j=0}^{i-1} C_j)$ is odd, and at the end of the procedure $E(G) = \bigcup_{j=0}^{k} C_j$ holds, thus $(C_0, C_1, \ldots, C_k)$ is an odd ear-decomposition of $M^*$.

Now we prove that if $M^*$ has an odd ear-decomposition, then $G$ is dual-critical. Let $C_0, C_1, \ldots, C_k$ be the circuits of the odd ear-decomposition. We will use induction on the number of ears. If $k = 0$ then $G$ is a graph on two vertices and an odd number of parallel edges between them, which is clearly dual-critical. Let $C'_k$ be the last ear, so $C''_k = C_k - (\bigcup_{j=0}^{k-1} C_j)$. Item (3) of the ear-decomposition’s definition says that $C''_k$ is a circuit in $M^*/(\bigcup_{j=0}^{k-1} C_j)$. Thus $C''_k$ is a set of parallel edges in the graph $G - (\bigcup_{j=0}^{k-1} C_j)$.

Now let $M^* = M^* - C'_k$. The matroid $M^*$ is the cographic matroid of $G = G/C'_k$. Note that $G_-$ can be obtained by deleting $|C'_k| - 1$ edges of $C'_k$ and contracting the last edge. The circuit sequence $(C_0, C_1, \ldots, C_{k-1})$ is an ear decomposition of the cographic matroid of $G_-$ with less ears: so by induction, $G_-$ is dual-critical. Graph $G$ can be obtained from $G_-$ by splitting a vertex and adding $|C'_k| - 1$ parallel edges (which is an even number), thus $G$ is dual-critical. \hfill \square

### 1.5 A randomized algorithm by Balázs Szegedy and Christian Szegedy

**Definition 1.49** ([2]). Let $M$ be a connected, bridgeless matroid. We denote by $\varphi(M)$ the minimal possible value of the number of even ears in an ear-decomposition of $M$. If $M$ is bridgeless but not connected, we define $\varphi(M)$ to be the sum of $\varphi(K)$ over all blocks $K$ of $M$. In particular $\varphi(M) = 0$ if and only if every block of $M$ has an odd ear-decomposition.

**Theorem 1.50** (Szegedy–Szegedy, Theorem 10.8 in [2]). Let $M$ be a matroid that is representable over a field of characteristic 2. There is a randomized polynomial algorithm which computes $\varphi(M)$.

This gives a randomized polynomial algorithm for deciding dual-criticality, if we can represent the cographic matroid of graphs over a field of characteristic two: a graph is dual-critical if and only if $\varphi(M^*(G)) = 0$.

We would like to outline this algorithm for cographic matroids. Let $T$ be the edge set of a spanning tree of our graph. We associate independent indeterminates with each edge of $T$: $x_e$ for all $e \in T$. The tree edges of the fundamental cycle of $i \in E(G) - T$ will be denoted by $T_i$. Let $A = (a_{i,j})$ be the following matrix ($i \in E(G) - T$ and $j \in E(G) - T$):

$$a_{ij} = \sum_{e \in T_i \cap T_j} x_e.$$
If the fundamental cycles have no common edge (the sum is empty), then the matrix entry is 0. The corank of $A$ is equal to $\varphi(M^\ast)$ by the theorem of Szegedy–Szegedy (2). So $G$ is dual-critical if and only if $det(A)$ is not the constant zero polynomial. This can be determined by the Schwarz–Zippel lemma (10), which provides a polynomial randomized algorithm. The randomized algorithm might require changing to a larger field, but this won’t arise any problems: if we choose the larger field properly, the original field will be a subfield of the larger one, thus $M$ can be represented by the same vector set over the larger field.

2 3-regular dual-critical graphs

2.1 Equivalent descriptions

A 3-regular graph on $n$ vertices have $\frac{3n^2}{2}$ edges, so $n$ is even. If the graph is also dual-critical, then it must have a good parity, thus $n = 4k + 2$ for some integer $k$.

**Definition 2.1** ($r$-rooted connected). A directed graph is $r$-rooted connected for a vertex $r$ if there is a path from $r$ to $v$ for every $v \in V - r$.

**Theorem 2.2.** The following are equivalent for any 3-regular graph $G = (V,E)$ which has $4k + 2$ vertices.

1. $G$ is dual-critical.
2. There are $k + 1$ independent vertices, such that their deletion leaves a connected graph.
3. There are $k + 1$ vertices whose deletion leaves a forest.
4. There are some independent vertices whose deletion leaves a tree.
5. There is a spanning tree, for which the deletion of the tree’s edges makes a graph in which every component has an even number of edges.
6. There is an $r$-rooted connected orientation for every vertex $r \in V$, in which all vertices but $r$ have an odd indegree.
7. There is an $r$-rooted connected orientation for a fixed root $r \in V$, in which all vertices but $r$ have an odd indegree.

---

1Beáta Faller and Ervin Győri had the original idea that dual-criticality is equivalent to description (2) in the 3-regular case.
Proof.

(1)⇒(2) Let $n_1$ be the number of vertices with 1 incoming arc in the good orientation. Similarly let $n_3$ be the number of vertices with 3 incoming arcs. The following equations can be obtained on the number of edges and the number of vertices:

\[ n_1 + n_3 + 1 = 4k + 2 \]  \hspace{1cm} (2)
\[ n_1 + 3n_3 = \frac{3 \cdot (4k + 2)}{2} = 6k + 3 \]  \hspace{1cm} (3)

The solution is $n_1 = 3k$, $n_3 = k+1$. We observe that the vertices with 3 indegree are independent, and by deleting them the graph stays rooted connected. (The original graph was rooted connected, see remark 1.4)

(2)⇒(3) Delete the vertices. The graph we have left is connected, and has $6k + 3 - 3(k + 1) = 3k$ edges and $4k + 2 - (k + 1) = 3k + 1$ vertices. Thus the graph is a tree.

(3)⇒(4) Let $W$ be a vertex set with $k+1$ vertices satisfying (3). If $W$ spans an edge, then $G - W$ would have $3k + 1$ vertices and at least $3k + 1$ edges, so $G - W$ would span a cycle: this is a contradiction. So $W$ is an independent set, and its deletion makes a forest that has $3k + 1$ vertices and $3k$ edges, thus it is a tree.

(4)⇒(5) Let $W$ be the set of independent vertices whose deletion leaves a tree. Take one incident edge for every vertex of $W$. These edges and the edge set $E(G - W)$ form a spanning tree of $G$. We delete the edges of $T$. Now the edges of the new graph are incident to $W$. All vertex degrees in $W$ are 2, because all vertices of $W$ were leaves of $T$. Since $W$ is an independent set, a component $C$ of $G - T$ has $2|V(C) \cap W|$ edges, which is even.

(5)⇒(6) By deleting a spanning tree’s edges from a 3-regular graph, we get a graph in which the vertex degrees are either 0, 1 or 2. Since the components have even number of edges, they are even cycles or even paths.

Direct the tree’s edges away from an arbitrary root to get an arborescence. In the arborescence the indegree of every vertex is 1 except for the root. Direct the edges of the cycles back and forth, so going around the cycle one arc points forward, the next one backward, then forward, backward, etc. The vertices of the cycle are leaves of the spanning tree, so the indegree in these vertices is 1 or 3.

We still need to define an orientation for the paths. Direct them back and forth as well, in a way that the first and last arc is directed away from the endpoints of the path. The endpoints of a path are 2 degree vertices in the original tree, so their indegree is now 1. The inner points of the paths are all leaves of the tree, so their indegree is 1 or 3. The orientation defined above satisfies all the conditions.

(6)⇒(7) Obvious.
Suppose that the orientation given by (7) is not good (as described in the first chapter), that is, it contains a directed cycle \( C \). Let \( r \) be the root. Since the orientation is rooted connected, there is a spanning arborescence in \( G \) rooted at \( r \).

If \( r \not\in V(C) \), then let \( v \) be the vertex in \( C \) that is the nearest to \( r \) in the arborescence. (If there is more than one such vertex, we choose an arbitrary one.) The path \( rv \) in the arborescence does not contain any vertices from the cycle. The indegree of \( v \) cannot be 3, since the cycle has to leave \( v \) on some arc, so the outdegree must be at least one. Thus \( \rho(v) = 1 \). It follows that the cycle passes through \( v \)'s parent, a contradiction. Therefore \( r \) has to be in the cycle.

It is easy to see that \( r \)'s indegree is even: there is an odd number of edges in the graph. The indegrees sum up to this odd number, and without \( r \) the sum is \( 4k + 1 \) times an odd number which is odd.

Since \( r \) is on the cycle, its indegree cannot be 0. Thus \( \rho(r) = 2 \) and \( \delta(r) = 1 \). Let \( r' \) be the target of the arc that leaves \( r \). Every cycle of the graph passes through \( r \), so all of them pass through the arc \( rr' \) as well. By reversing the orientation of \( rr' \) we get an orientation in which all vertices except \( r' \) have an odd indegree. This orientation is acyclic, since the cycles of the previous graph are not contained in the new graph (no cycle can pass through \( r \) because its new outdegree is 0), and no new cycles were formed, because such a cycle would have to use the edge \( r' r \), but the outdegree of \( r \) is currently 0; we arrived at a contradiction. This completes the proof.

In the following sections we will prove further equivalent conditions, see Corollaries 2.4 and 2.13. They could be inserted in Theorem 2.2 as equivalent descriptions (8) and (9).

### 2.2 Allowing cycles: rooted connected orientations with parity constraints

**Theorem 2.3** (Nebeský [21]). A graph has an \( r \)-rooted connected orientation for a fixed \( r \in V \) in which \( \rho(r) \) is even and all other vertices have an odd indegree, if and only if for every partition \( \mathcal{P} \) of the vertex set

\[
e(\mathcal{P}) \geq |\mathcal{P}| + \text{bp}(\mathcal{P}) - 1
\]

holds, where \( e(\mathcal{P}) \) denotes the number of edges between different classes of \( \mathcal{P} \) and \( \text{bp}(\mathcal{P}) \) denotes the number of classes in \( \mathcal{P} \) spanning a subgraph which has bad parity.

There is a stronger version of this theorem, see Theorem 1.10 in [3].

**Corollary 2.4.** A 3-regular graph is dual-critical if and only if (6) holds for all partitions.

**Proof.** A 3-regular graph is dual-critical if and only if condition (7) holds in 2.2. Thus we can use Theorem 2.3. □

---

\(^2\)This theorem is stated explicitly in Corollary 1.6 in [3].
2.3 Upper-embeddable graphs

In this section we will use orientable 2-dimensional surfaces. A surface $S$ is uniquely defined by its genus $\gamma(S)$ up to homeomorphism. Graphs will be regarded as 1-complexes.

**Definition 2.5 (Embedding).** An embedding of a graph into a surface $S$ is an injective continuous mapping $f : G \to S$.

For a fixed embedding we call the components of $S - f(G)$ regions.

**Definition 2.6 (Cellular embedding).** An embedding is cellular if all regions are homeomorphic to an open 2-dimensional disk. For cellular embeddings regions will be called faces.

**Definition 2.7 (Cycle rank).** The cycle rank of a connected graph $G$ is the rank of its cographic matroid. Since it is the dual of the graphic matroid, the rank is $|E(G)| - |V(G)| + 1$. We will use the notation $\beta(G)$ for cycle rank. The cycle rank is also known as the first Betti number of the graph.

**Remark 2.8.** Suppose that $G$ has a cellular embedding into the orientable surface $S$. There is a simple upper bound on the genus of $S$. We can use Euler’s polyhedral equation for the embedded graph. Let $f$ be the number of faces in the embedding.

$$2 - 2\gamma(G) = |V(G)| - |E(G)| + f = f - \beta(G) + 1 \Rightarrow \gamma(G) \leq \left\lfloor \frac{\beta(G)}{2} \right\rfloor,$$

since $f \geq 1$.

**Definition 2.9 (Maximum genus, upper-embeddability).** The maximum genus of the graph $G$ is the maximum genus of the surface $S$ for which there is a cellular embedding $f : G \to S$. We will use the notation $\gamma(G)$ for maximum genus. A graph is upper-embeddable if its maximum genus is $\left\lfloor \frac{\beta(G)}{2} \right\rfloor$.

**Definition 2.10 (Deficiency).** The deficiency of a spanning tree $T$ of the graph $G$ is the number of components in $G - T$ that have an odd number of edges. The deficiency of $G$ is the minimum deficiency of $G$’s spanning trees. Deficiency will be denoted by $\xi(G)$.

**Theorem 2.11 (Xuong, [8]).** The maximum genus of a graph $G$ is given by the formula

$$\gamma(G) = \frac{\beta(G) - \xi(G)}{2}.$$

**Corollary 2.12.** A graph is upper-embeddable if and only if its deficiency is 0, i.e. it has a spanning tree $T$ for which all components of $G - T$ have an even edge count.

**Corollary 2.13.** A 3-regular graph that has good parity is upper-embeddable if and only if it is dual-critical.
Proof. It is evident by Corollary 2.12 and the equivalence (1)⇔(5) of Proposition 2.2.

Proposition 2.14. All dual-critical graphs are upper-embeddable.

Proof. By Proposition 1.28 there is a tree $T$ for which there is an adjacency-matching. Since adjacent edge pairs of $G−T$ are in the same component of $G−T$, the components have an even number of edges. Hence the deficiency of $T$ is zero, so by Xuong’s theorem $G$ is upper-embeddable.

Remark 2.15. The contrary is not true: the graph $K_5$ has zero deficiency (so it is upper-embeddable), but it is not dual-critical (since it is Eulerian).

Theorem 2.16 (Furst, Gross, McGeoch [7]). There is a polynomial algorithm that decides whether a graph is upper-embeddable or not. It runs in $O(e\log^6 n)$ time where $e$, $n$ and $d$ denote the number of edges, the number of vertices and the maximum degree respectively.

Corollary 2.17. There is an algorithm for deciding dual-criticality in the 3-regular case which runs in $O(n^2\log^6 n)$ time.

3 Necessary conditions for dual-criticality

We already proved that a graph cannot be dual-critical, if it has bad parity, or if it is Eulerian, or if it is not connected. It is also easy to see that a simple graph cannot be dual-critical, if it has at least $\left\lfloor \frac{\binom{|V|}{2}}{2} \right\rfloor + 1$ edges.

By Remark 1.4 and Theorem 2.3 we also get the following.

Theorem 3.1. If a graph $G$ is dual-critical then for every partition $P$ of the vertex set

$$e(P) \geq |P| + bp(P) - 1$$

holds, where $e(P)$ denotes the number of edges between different classes of $P$ and $bp(P)$ denotes the number of classes in $P$ spanning a subgraph which has bad parity.

Note, that this theorem can be easily strengthened. For a graph $G$ let even($G$) denote the minimum number $a$ of vertices with the property, such that in any acyclic orientation of $G$, the number of vertices with even indegree is at least $a$. Note that even($G$) is at least one, it is odd, if and only if $G$ is a graph having good parity, and it equals to 1, if and only if $G$ is dual-critical.

Theorem 3.2. If a graph $G$ is dual-critical then for every partition $P$ of the vertex set

$$e(P) \geq \text{even}(P) - 1$$

holds, where $e(P)$ denotes the number of edges between different classes of $P$ and $\text{even}(P)$ denotes $\sum \text{even}(G[V_i])$, where $P = (V_1,\ldots,V_t)$.
To find further examples of non-dual-critical graphs, we implemented the greedy algorithm. It looks for a good ordering of the graph, starting with the last vertex. For every odd degree vertex $v$, it deletes $v$, and calls itself for the graph $G - v$. It stops when the input graph is Eulerian. If we reach the graph that has only one vertex, then the original graph is dual-critical.

The examples found by the program yielded the following propositions.

**Proposition 3.3.** Let $G$ be a simple graph on vertex set $V$. If $V = A \cup B \cup C$, where the sets $A, B, C$ are disjoint and $B, C$ are non-empty, $C$ is a clique, $B$ is a separating set, $(B, C; E(B, C))$ is a complete bipartite graph and $|B| < |C|$ then $G$ cannot be dual-critical.

**Proof.** Suppose that $G$ has a good ordering. We use induction on $|V|$. Since $B$ and $C$ are non-empty and $|B| < |C|$ it follows that $|V| = |A| + |B| + |C| \geq 3$. If $|B| + |C| = 3$ then $G[B \cup C]$ is a triangle in $G$, thus $G$ is non-dual-critical.

For the inductive step take a graph with $|B| + |C| = m$. If $|C| = |B| + 1$, then all vertex degrees in $C$ are $2|B|$. Fix a good ordering of $G$. Let $v$ be the last vertex in the good ordering. Erasing $v$ results in a dual-critical graph. We show that $|B| < |C|$ stands in $G - a$, so using the induction we get that $G - a$ is non-dual-critical, which is a contradiction.

If $v \in A$, $v \in B$, or $v \in C$ and $|C| > |B| + 1$ then the statement trivially holds. Thus we only need to show that if $|C| = |B| + 1$, then $v \notin C$. If $|C| = |B| + 1$, then all vertices in $C$ have degree $|B| + |C| - 1 = 2|B|$, which is even, thus a vertex of $C$ cannot be the last vertex in a good ordering. □

**Proposition 3.4.** Let $G$ be a simple graph on vertex set $V$. If $V = A \cup B \cup C$, where the sets $A, B, C$ are disjoint and $B, C$ are non-empty, $C$ is a clique, $B$ is a separating set, $(B, C; E(B, C))$ is a complete bipartite graph, $|B| = |C|$, the vertices of $A$ have an even degree and the vertices of $B$ have an odd degree, then $G$ cannot be dual-critical.

**Proof.** Suppose that $G$ is dual-critical. Observe that $v \in C$ cannot be the last vertex of a good ordering, since $G - v$ is Eulerian. Thus the last vertex could only be an element of $B$. Its deletion results in a graph that satisfies the conditions of Proposition 3.3, so $G$ is non-dual-critical. □
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