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Abstract

The equivalence problem for a group $G$ is the problem of deciding which equations hold in $G$. It is known that for finite nilpotent groups and certain other solvable groups, the equivalence problem has polynomial time complexity. We prove that the equivalence problem for a finite nonsolvable group $G$ is co-NP-complete by reducing the $k$-coloring problem for graphs to the equivalence problem, where $k$ is the cardinality of $G$.

1. Introduction

A group $G$ is a set with a multiplication operation $\cdot$ and an inverse operation $^{-1}$. Terms for groups are expressions $t(x_1, \ldots, x_n)$ built up from the two operation symbols in the usual manner; to each term $t(x_1, \ldots, x_n)$ and each group $G$ one has a naturally associated term function $t^G: G^n \rightarrow G$. A group $G$ satisfies an equation $s(x) \approx t(x)$ if the corresponding term functions $s^G$ and $t^G$ are the same function.

The (term) equivalence problem for a group $G$ is the problem of deciding which equations $s \approx t$ are satisfied by $G$. Since $G \models s \approx t$ if and only if $G \models s \cdot t^{-1} \approx 1$, we can view the equivalence problem for groups as the problem of deciding which equations $t \approx 1$ are satisfied by $G$.

Early investigations into the equivalence problem for various finite algebraic structures were carried out by computer scientists, in particular at Syracuse University where the terminology the term equivalence problem was introduced. In particular they considered finite commutative rings and finite lattices. In the early 1990s it was known by Hunt and Stearns (see [4]) that the equivalence problem of a finite commutative ring has either polynomial time complexity or it is co-NP-complete. Later Burris and Lawrence proved in [2] that the same holds for rings in general.

THEOREM 1.1. Let $R$ be a finite ring. The equivalence problem for $R$ is in P if $R$ is nilpotent, and it is co-NP-complete otherwise.

The equivalence problem for finite groups has proved to be a far more challenging topic than that for finite rings. In 2004 Burris and Lawrence [1] proved that if $G$ is nilpotent or $G \simeq D_n$, the dihedral group for odd $n$-s, then the equivalence problem
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for $G$ is in $P$. Later Horváth and Szabó [5] presented an other method for metaabelian groups and, for example, they proved that if $G \cong A \rtimes B$, where $A$ and $B$ are abelian groups, such that the exponent of $A$ is squarefree and $(|A|, |B|) = 1$, then the equivalence problem for $G$ is in $P$.

Interest in the computational complexity of the equivalence problem of a finite algebraic structure has been steadily increasing since that time. There are many results about the equivalence problem of finite monoids [7], [12],[13]. Their initial approach came from the complexity of recognizing formal languages. The first hardness result for semigroups was proved by Popov and Volkov [9], and several results were proved in Seif, Szabó [11]. For commutative semigroups the topic was thoroughly investigated in Kisielewicz [6].

In this paper we prove the following:

**Theorem 1.2.** The equivalence problem for a finite nonsolvable group $G$ is co-NP-complete.

We would like to eventually show that the equivalence problem for any finite group has either polynomial time complexity or it is co-NP-complete, but much remains to be done on this project.

## 2. Preliminaries

This section contains some definitions and easy observations about commutators and solvable groups (for more details see [10]).

**Definition 1.**

a The commutator $[x, y]$ is a group term defined by

$$[x, y] := x^{-1} y^{-1} xy.$$

b Define the commutator terms $c_r(x_1, \ldots, x_{2^r})$ by induction: $c_1(x_1, x_2) = [x_1, x_2]$ and for $r > 1$ let $c_r$ be of arity $2^r$:

$$c_r(x_1, x_2, \ldots, x_{2^r}) = [c_{r-1}(x_1, \ldots, x_{2^{r-1}}), c_{r-1}(x_{2^{r-1}+1}, \ldots, x_{2^r})].$$

c $G$ is solvable if and only if for some $r \geq 1$, $G \models c_r \approx 1$. The smallest possible $r$ is called the solvable length of $G$.

d For $a \in G$ let

$$[a, G] := \langle \{[a, g] : g \in G\} \rangle.$$

**Lemma 2.1.**

a If $N \lhd G$ with both $N$ and $G/N$ are solvable then $G$ is also solvable.

b If $N_1, N_2$ are two normal solvable subgroups of $G$ then the product $N_1 \cdot N_2$ is also a normal solvable subgroup of $G$.

c $[a, G]$ is a normal subgroup of $G$.

d If $G$ is a non-abelian simple group then

$$[a, G] = \begin{cases} 1 & \text{if } a = 1, \\ G & \text{if } a \neq 1. \end{cases}$$
Here are some notations and claims about the verbal subgroups of a group (see [8]).

**Definition 2.**

a Given a set $T$ of group terms and let

$$ T(G) := \bigcup_{t \in T} \text{Range}(t^G) $$

the union of the ranges of the term functions $t^G$.

b The subgroup generated by $T(G)$, which we denote by

$$ T^*(G) := \langle T(G) \rangle $$

is called a verbal subgroup of $G$.

c $\{1\}$ and $G$ are verbal subgroups of $G$. If these are the only verbal subgroups of $G$ then we say $G$ is verbally simple.

d Given two terms $s(x_1, \ldots, x_m)$ and $t(x_1, \ldots, x_n)$, we define the term $s_t$ by

$$ s_t(x_1, \ldots, x_{mn}) := s(t(x_1, \ldots, x_n), t(x_{n+1}, \ldots, x_{2n}), \ldots, t(x_{mn-n+1}, \ldots, x_{mn})). $$

e For a finite group $G$ let $d_G$ be a positive integer such that for any set $X$ of generators of $G$ we have

$$ G = \bigcup_{0 \leq k \leq d_G} X^k. $$

f Given a term $s(x_1, \ldots, x_m)$ and a finite group $G$ define the term $s_G$ by

$$ s_G(x_1, \ldots, x_{md_G}) := s(x_1, \ldots, x_m) \cdot s(x_{m+1}, \ldots, x_{2m}) \cdots $$

a product of $d_G$ terms $s(\cdots)$, with distinct variables.

**Lemma 2.2.**

a Every verbal subgroup of $G$ is normal in $G$.

b A finite group $G$ has a largest solvable verbal subgroup.

c Suppose $G$ is finite. If $T = \{t_1, \ldots, t_k\}$ let $t = t_1 \cdots t_k$. Then

$$ T^*(G) = t^*_G(G). $$

d Thus for a finite $G$, every verbal subgroup $V$ of $G$ is the range of a single term function.

The length of a term is important in our investigations.

**Definition 3.**

We define the length of a term function inductively: the length of a variable or its inverse is 1, and if $s$ and $t$ are terms with length $a$ and $b$, then the length of the product term $st$ is $a + b$.

**Lemma 2.3.**

a The length of $s_t$ is the product of the length of $t$ and the length of $s$.

b The length of $s_G$ is the product of $d_G$ and the length of $s$.

The following proposition will play a crucial role in the proof of Theorem 1.2.
Proposition 2.4. Given a finite group $G$

a. For a verbal subgroup $V$ let $s$ be a term with $s(G) = V$. For all terms $t$ we have

$$V \models t \approx 1 \text{ if and only if } G \models t_s \approx 1.$$ 

b. Suppose $G$ is nonsolvable but every proper verbal subgroup of $G$ is solvable. Let $V$ be the largest solvable verbal subgroup of $G$, denote its solvable length by $r$. Then for all terms $t$ we have

$$G/V \models t \approx 1 \text{ if and only if } G \models c_{rt_G} \approx 1.$$ 

c. If $G$ is verbally simple and $N$ is a proper normal subgroup of $G$ then for all terms $t$ we have

$$G \models t \approx 1 \text{ if and only if } G/N \models t \approx 1.$$ 

Proof.

a. Let $t$ be $n$-ary and $s$ be $m$-ary. Let $\vec{y}_i = (y_{i1}, \ldots, y_{in})$ for $i = 1, \ldots, n$, and we consider the terms $t(x_1, \ldots, x_n)$ and $t_s(y_{11}, \ldots, y_{nm}) = t(s(y_1), \ldots, s(y_n))$. While $\vec{y}_i$ run through all $m$-tuples from $G$, the values of $s(\vec{y}_i)$ attain every element of $V$. Thus if $t \not\approx 1$ at some evaluation $(h_1, \ldots, h_n) \in V^n$, then we can choose the tuples $\vec{y}_i$ such that $s(\vec{y}_i) = h_i$. Thus there is an evaluation of $t_s$ such that $t_s \not\approx 1$.

On the other hand, if $t_s \not\approx 1$ over $G$, then there is an evaluation $\vec{y}_1, \ldots, \vec{y}_k$ such that $t_s \not\approx 1$. Now, for the elements $h_i = s(\vec{y}_i)$ we have $t(h_1, \ldots, h_n) \not\approx 1$, hence $t \not\approx 1$ over $V$.

b. Let $m$ be the arity of $t_G$. If $t \approx 1$ over $G/V$, then $t_G(G) \leq V$, hence $t_G(G)$ is solvable and $c_{rt_G} \approx 1$ over $G$. On the other hand, if $t \not\approx 1$ over $G/V$ then $t_G(G)$ is non-solvable and $t_G(G) = G$. As there are some elements $g_1, \ldots, g_{2r} \in G$ such that $c_r(\vec{g}) \not\approx 1$, and there are $m$-tuples $\vec{g}$ such that $t_G(\vec{g}) = n$, we have $c_{rt_G}(\vec{g}, \ldots, \vec{g}) \not\approx 1$. Hence $c_{rt_G} \not\approx 1$ over $G$.

c. If $t \approx 1$ over $G$ then clearly $t \approx 1$ over $G/N$. Now, if $t \approx 1$ over $G/N$, then $t_G(G) \leq N$. As $t_G(G)$ is verbal, $t_G(G) = \{1\}$, hence $t \approx 1$ over $G$.

3. Proving Co-NP-Completeness

Our leading reference on computational complexity will be [3]. The equivalence problem of any finite group $G$ is clearly in co-NP: to check if an equation $t(\vec{x}) \approx 1$ fails in $G$ one only needs one instance $\vec{g}$ where $t_G(\vec{g}) \not\approx 1$, and given such an instance $\vec{g}$ one can find the value of $t_G(\vec{g})$ in polynomial time. Thus to prove the theorem we will exhibit an NP-complete problem that polynomially reduces to the equivalence problem of $G$. The most elegant choice we have found is to use the NP-completeness of the $k$-coloring problem where $k$ is the size of the group $G$ when $G$ is a simple non-Abelian group. Then we use induction for non-solvable groups in general.

Theorem 3.1. Let $G$ be a finite, simple, non-Abelian group. Then the equivalence problem for $G$ is co-NP-complete.
Proof. Let $k = |G|$. The group $G$ is non-Abelian and simple, hence $k \geq 60$.

We polynomially reduce GRAPH $k$-COLORING to the equivalence problem of $G$.

Let $\Gamma = (V, E)$ be an arbitrary simple graph with no loops, or multiple edges, $V = \{v_1, \ldots, v_n\}$ and $E = \{e_1, \ldots, e_m\}$. We shall color the vertices of $\Gamma$ by the elements of $G$. The color of $v_i$ will be $g_i$. We exhibit a term function $t$ over $G$ such that $t(g_1, \ldots, g_n) \neq 1$ if and only if the appropriate coloring is a $k$-coloring.

By Lemma 2.1/d we have $[g, G] = G$ for every $g \neq 1$. Let $d_G$ be the constant defined in Definition 2/e. This constant is depending only on $G$ and for every $g \in G$

$$G = [g, G] = \prod_{1}^{d_G} [g, y_i]$$

holds. Let

$$S(x, y_1, \ldots, y_{d_G}) = S(x, \bar{y}) = \prod_{k=1}^{d_G} [x, y_k].$$

Every vertex $v_i$ in $V$ will be associated to a variable $x_i$. Then for every edge $e = (v_i, v_j)$ we define

$$S_{i,j}(\bar{y}) = S(x_i x_j^{-1}, \bar{y}).$$

Thus $S_{i,j}(G) = 1$ if we substitute $x_i = x_j$ and $S_{i,j}(G) = G$ if we substitute $x_i \neq x_j$. The length of $S_{i,j}$ depends only on $G$: each commutator contains 3 variables, repeated twice and we multiply $d_G$ of them, so the length of this term function is $6d_G$. We are ready to define $t$. Let $e = (v_i, v_j)$ be an edge of $\Gamma$. Let

$$t_e(\bar{y}) = S_{i,j}(\bar{y}) = S(x_i x_j^{-1}, \bar{y}).$$

Let $e_1, e_2, \ldots, e_m$ be the list of edges of $\Gamma$ and $r$ such that $2^{r-1} < m \leq 2^r$. Moreover let

$$t = c_r(t_{e_1}, t_{e_2}, \ldots, t_{e_m}, t_{e_m}, \ldots, t_{e_1}).$$

Here we repeat $t_{e_m}$ enough many $(2^r - m$ many) times in order to match the arity of $c_r$. In the terms $t_e$, the variables of $\bar{y}$ are all distinct. So there are altogether $d_G 2^r$ many $'y'$-s and their inverses. The length of $t$ is $6d_G \cdot 4^r \leq 6d_G (2m)^2 = 24d_G m^2$

hence polynomial in the size of $\Gamma$. We claim that $t \not\approx 1$ over $G$ if and only if $\Gamma$ is $k$-colorable. Firstly, let us assume that $\Gamma$ is $k$-colorable by the elements of $G$, and let $g_i$ be the color of $v_i$. Now, substituting $x_i = g_i$, for every edge $e$ of $\Gamma$ we have $t_e(G) = G$. Since $G$ is not solvable, $c_r \not\approx 1$ over $G$ and so $t \not\approx 1$, either. Secondly, if $G$ is not $k$-colorable, then at any assignment of the variables we have a monochromatic edge, $e$. Then $t_e = 1$ at every substitution, hence $t = 1$ at every substitution, thus $t \approx 1$.

The first step of the induction is about verbal subgroups.

Lemma 3.2. Let $V$ be a verbal subgroup of $G$. If the equivalence problem for $V$ is co-NP-complete, then the equivalence problem for $G$ is co-NP-complete.

Proof. We give a polynomial reduction from the equivalence problem of $V$ to the equivalence problem of $G$. For every term function $t(x_1, \ldots, x_k)$ over $V$ we present a term function $t'$ over $G$ such that $t \approx 1$ over $V$ if and only if $t' \approx 1$ over $G$. As $V$
is verbal, there is a term \( s(x_1, \ldots, x_n) \) over \( G \) such that \( s(G) = V \). Let \( t' = t_s \) as in Proposition 2.4/a. Now \( t \approx 1 \) over \( V \) if and only if \( t' \approx 1 \) over \( G \).

The reduction is polynomial in the length of \( t \) because the length of \( t' \) is the product of the length of \( t \) and the length of \( s \). The latter depends only on the group \( G \).

Now, we prove Theorem 1.2.

**Proof of Theorem 1.2.** We proceed by induction on the order of \( G \).

**Case 1:** There exists a non-trivial, non-solvable verbal subgroup \( V \) of \( G \). Now, \( |V| < |G| \) and the equivalence problem for \( V \) is co-NP-complete by the assumption. Thus the equivalence problem for \( G \) is co-NP-complete by Lemma 3.2.

**Case 2:** There are no nontrivial nonsolvable verbal subgroups of \( G \) but there is a non-trivial solvable verbal subgroup of \( G \). Let \( V \) be the largest solvable verbal subgroup and \( r \) denote its solvable length. The quotient group \( G/V \) is non-solvable. Now, the equivalence problem for \( G/V \) is co-NP-complete by the assumption, as \( |G/V| < |G| \). We give a polynomial reduction from the equivalence problem for \( G/V \) to the equivalence problem for \( G \).

Let \( t \) be a term over \( G/V \). Then we know by Proposition 2.4/b that \( t \approx 1 \) over \( G/V \) if and only if \( c_r t_G \approx 1 \) over \( G \). The length of \( c_r t_G \) is the product of the length of \( c_r \) and the length of \( t_G \), which is the product of \( t \) and \( d_G \). The latter and the length of \( c_r \) depend only on the group \( G \), hence the reduction is polynomial.

**Case 3:** There are no verbal subgroups in \( G \). If \( G \) is simple, we are done by Theorem 3.1. Let \( N \) be a normal subgroup of \( G \) and \( t \) be a term function. By Proposition 2.4/c we know that \( t \approx 1 \) over \( G/N \) if and only if \( t \approx 1 \) over \( G \). The factor group \( G/N \) is non-solvable, because \( G' \) is verbal and so \( G' = G \). Thus by induction the equivalence problem for \( G \) is co-NP-complete.

4. **Problems**

There are lots of work left to be done. The best possible result would be one similar to Theorem 1.1.

**Problem 1.** Give an algebraic characterization of the class of finite groups with a polynomial time equivalence problem; likewise for the class of finite groups with a co-NP-complete equivalence problem.

It is not yet clear whether or not these two complexity classes exhaust all finite groups.

**Problem 2.** Is there a polynomial time/co-NP-complete dichotomy for the equivalence problem for finite groups?

At present we do not even have a good conjecture. For finite algebraic structures in general it is conjectured that there is no dichotomy of the computational complexity of the equivalence problem. We do not know how to classify even the smallest group that is neither nilpotent nor meta-abelian:

**Problem 3.** Find the complexity of the equivalence problem for \( S_4 \).
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