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Abstract

We study those functions that can be written as a finite sum of periodic integer valued functions. On \( \mathbb{Z} \) we give three different characterizations of these functions. For this we prove that the existence of a real valued periodic decomposition of a \( \mathbb{Z} \rightarrow \mathbb{Z} \) function implies the existence of an integer valued periodic decomposition with the same periods. This result depends on the representation of the greatest common divisor of certain polynomials with integer coefficients as a linear combination of the given polynomials where the coefficients also belong to \( \mathbb{Z}[x] \). We give an example of an \( \mathbb{R} \rightarrow \{0, 1\} \) function that has a bounded real valued periodic decomposition but does not have a bounded integer valued periodic decomposition with the same periods. It follows that the class of bounded \( \mathbb{Z} \rightarrow \mathbb{Z} \) functions has the decomposition property as opposed to the class of bounded \( \mathbb{R} \rightarrow \mathbb{Z} \) functions. If the periods are pairwise commensurable or not prescribed, then we get more general results.

Introduction

Denote by \( \Delta_a \) the difference operator \( \Delta_a f(x) = f(x + a) - f(x) \). A function \( f \) is \( a \)-periodic, if \( \Delta_a f = 0 \). We say that a function \( f \) has a \((a_1, \ldots, a_k)\)-decomposition, if it can be represented as \( f = f_1 + \ldots + f_k \), where \( f_j \) is an \( a_j \)-periodic function for each \( 1 \leq j \leq k \). If each \( f_j \) has a certain property, then we say that the decomposition has this property.

The characterization of functions having \((a_1, \ldots, a_k)\)-decompositions with some given property for a fixed \( k \)-tuple \((a_1, \ldots, a_k)\) has been studied in many
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papers, among others in [2], [4], [5], [6], [7], [8], [11], [12], [13], [14] and [15]. Since the difference operators are linear and they commute, the condition
\[ \Delta_{a_1} \ldots \Delta_{a_k} f = 0 \] (1)
is clearly necessary for having any \((a_1, \ldots, a_k)\)-decomposition.

A class of functions \(F\) is said to have the \textit{decomposition property}, if every \(f \in F\) that satisfies (1) has an \((a_1, \ldots, a_k)\)-decomposition in \(F\). Since the identity function \(f(x) = x\) satisfies \(\Delta_1 \Delta_1 f = 0\), but it is not the sum of two 1-periodic functions, many natural classes of functions (e.g. all \(\mathbb{R} \to \mathbb{R}\) functions, continuous \(\mathbb{R} \to \mathbb{R}\) functions) fail to have the decomposition property. However, many classes of functions do have the decomposition property: for example the class of all bounded continuous \(\mathbb{R} \to \mathbb{R}\) functions [11], the class of all bounded \(\mathbb{R} \to \mathbb{R}\) functions [4], [12], the class of all bounded measurable \(\mathbb{R} \to \mathbb{R}\) functions [12], and the class of all bounded real valued functions on an arbitrary commutative group [12].

In all of the above mentioned papers real valued functions were studied. In this paper the focus is on integer valued functions, and we do not assume measurability. We prove among others that the class of bounded \(\mathbb{Z} \to \mathbb{Z}\) functions has the decomposition property (Corollary 2.2), but the class of bounded \(\mathbb{R} \to \mathbb{Z}\) functions does not have the decomposition property (Corollary 3.4). In fact, we can characterize those torsion-free commutative groups on which the class of all bounded integer valued functions has the decomposition property (Corollary 3.5).

For the above results we study the natural question, whether the existence of a real valued (bounded) periodic decomposition of an integer valued function implies the existence of an integer valued (bounded) periodic decomposition. The answer is positive for functions on \(\mathbb{Z}\) (Theorem 2.1) and negative for bounded functions on \(\mathbb{R}\) (Corollary 3.3).

If we allow different periods, then we get a positive answer (Corollary 4.7) on any torsion-free commutative group. Moreover, we obtain an integer valued decomposition even with the original periods, in case these are either commensurable (so in particular on \(\mathbb{Z}\)) or pairwise incommensurable (Theorem 4.9). Several natural questions remain open. Measurable integer valued periodic decompositions of functions are studied in a subsequent paper [9] of the second author.

The result on the decomposition of \(\mathbb{Z} \to \mathbb{Z}\) functions (Theorem 2.1) depends on the representation of the greatest common divisor of certain polynomials with integer coefficients as a linear combination of the given polynomials where the coefficients also belong to \(\mathbb{Z}[x]\). Due to the general lack of a division algorithm in \(\mathbb{Z}[x]\), the existence of the required decomposition is far from being obvious, and actually fails in general. We elaborate on this in the next section, giving a necessary and sufficient condition in the case of polynomials that can be written as the product of cyclotomic polynomials.

1 On the number theory of polynomials

Recall that, for any field \(F\), the polynomial ring \(F[x]\) is a unique factorization domain. In fact, it is a principle ideal domain; as a consequence of the euclidean
algorithm any number of polynomials have a greatest common divisor that is unique up to a unit factor, and can be expressed as a combination of the given polynomials. Although the Euclidean algorithm fails in \( \mathbb{Z}[x] \), it still has unique factorization, and thus any number of polynomials in \( \mathbb{Z}[x] \) have a greatest common divisor that is unique up to a \( \pm 1 \) factor. If \( f_1, \ldots, f_n \in F[x] \) are not all zero, then among their greatest common divisors there is a unique monic polynomial that can be referred to as ‘the’ greatest common divisor of the polynomials \( f_i \) and is denoted by \((f_1, \ldots, f_n)\). Similarly, if \( f_1, \ldots, f_n \in \mathbb{Z}[x] \), then \((f_1, \ldots, f_n)\) can be distinguished by the requirement of a positive leading coefficient. Note that if \( \mathbb{Z} \subset F \), then \((f_1, \ldots, f_n) \) in \( \mathbb{Z}[x] \) may differ from that in \( F[x] \) (by a constant factor), but if all polynomials are monic, then it clearly cannot happen. In general, if \( f, g \in \mathbb{Z}[x] \) are monic polynomials, then \( f \) divides \( g \) in \( \mathbb{Z}[x] \) if and only if the same relation holds in \( F[x] \), thus in such a situation the meaning of \( f \mid g \) must be clear without any ambiguity. All this is standard and well-known, as well as the rest of the algebraic terminology we use in the sequel and can be found for example in the classical textbook of van der Waerden \([16]\).

For \( f, g \in F[x] \), we denote by \( R(f, g) \) the resultant of the polynomials \( f \) and \( g \). Obtained as the determinant of the so-called Sylvester matrix all whose entries are coefficients of \( f \) and \( g \), it is an element of \( F \) that belongs to the subring generated by the coefficients of \( f \) and \( g \). For monic polynomials \( f \) and \( g \) it can be expressed by the product formula

\[
R(f, g) = \prod_{i=1}^{d} \prod_{j=1}^{e} (\alpha_i - \beta_j),
\]

where \( \alpha_1, \alpha_2, \ldots, \alpha_d \) and \( \beta_1, \beta_2, \ldots, \beta_e \) denote the roots (with multiplicity) of the polynomials \( f \) and \( g \), respectively, in the algebraic closure of \( F \). Thus, \( (f, g) = 1 \) if and only if \( R(f, g) \neq 0 \), both conditions being independent of the actual choice of the field \( F \) that contains the coefficients of \( f \) and \( g \). The following statement may be folklore, but we were not able to find any references.

**Theorem 1.1** Suppose that \( f_1, f_2 \) are monic polynomials in \( \mathbb{Z}[x] \) without a common factor. Then there exist polynomials \( g_1, g_2 \in \mathbb{Z}[x] \) such that \( f_1 g_1 + f_2 g_2 = 1 \) if and only if \( R(f_1, f_2) = \pm 1 \).

**Proof.** The condition \( R(f_1, f_2) = \pm 1 \) is sufficient since for arbitrary polynomials \( f_1, f_2 \in \mathbb{Z}[x] \) there exist polynomials \( g_1, g_2 \in \mathbb{Z}[x] \) such that \( f_1 g_1 + f_2 g_2 = R(f_1, f_2) \), cf. \([16]\), pp. 105–106. To see the necessity, assume that \( R(f_1, f_2) \neq 0 \) is divisible by a prime number \( p \), and for some polynomials \( g_1, g_2 \in \mathbb{Z}[x] \) and a constant \( c \in \mathbb{Z} \) we have \( f_1 g_1 + f_2 g_2 = c \). We prove that \( p \) must divide \( c \), hence \( c = 1 \) is not possible. If we reduce the coefficients modulo \( p \), then we find that \( f_1 \) and \( f_2 \), viewed as polynomials over the Galois field \( GF(p) \), have a common factor \( \psi \in GF(p)[x] \). Understanding \( \psi \) as a polynomial in \( \mathbb{Z}[x] \) we can thus write in \( \mathbb{Z}[x] \)

\[
c = f_1 g_1 + f_2 g_2 = \psi h_1 + h_2,
\]

where \( h_1, h_2 \) are polynomials in \( \mathbb{Z}[x] \) such that all coefficients of \( h_2 \) are divisible by \( p \). To prove our statement it is enough to check that the coefficients of \( h_2 \) are also divisible by \( p \). Assume that this is not case. Note that the degree of \( \psi \in \mathbb{Z}[x] \) is not zero, and its leading coefficient is not divisible by \( p \). If the degree of \( \psi \) is \( d \), and in \( h_1(x) = a_n x^n + \ldots + a_0 \) the largest index \( i \) with \( p \mid a_i \) is
denoted by \( t \), then in \( \psi h_1 \) the coefficient of \( x^{d+t} \) is not divisible by \( p \), whereas in \( c-h_2 \), due to \( d+t > 0 \), the same coefficient is divisible by \( p \), a contradiction. \( \square \)

In the present section we study polynomials that are products of cyclotomic polynomials, such functions being instrumental in the proof of Theorem 2.1. The \( m \)th cyclotomic polynomial \( \Phi_m \) is the monic polynomial of degree \( \varphi(m) \) whose roots are the \( m \)th primitive roots of unity \( e^{2k\pi i/m} \), \( 1 \leq k \leq m \), \( (k, m) = 1 \). It is well-known that \( \Phi_m \) has integer coefficients and is irreducible over \( \mathbb{Q} \). Moreover,

\[
x^m - 1 = \prod_{d|m} \Phi_d(x).
\]

The main result of this section is the following.

**Theorem 1.2** Let \( F_i \) be finite subsets of \( \mathbb{N} \) such that \( 1 \notin F_i \) for \( 1 \leq i \leq k \). Suppose that \( m \in F_i, m' \in F_j, m | m' \) implies \( m' \in F_i \) for every pair \( i, j \) with \( 1 \leq i \neq j \leq k \). Then the greatest common divisor \( (f_1, f_2, \ldots, f_k) \) of the polynomials \( f_i = \prod_{m \in F_i} \Phi_m \) can be represented as \( q_1 f_1 + q_2 f_2 + \ldots + q_k f_k \) with suitable polynomials \( q_i \in \mathbb{Z}[x] \).

**Proof.** The statement is obvious if \( k = 1 \). Assume that \( k = 2 \), then

\[
f = (f_1, f_2) = \prod_{m \in F_1 \cap F_2} \Phi_m \in \mathbb{Z}[x].
\]

Consider \( f'_i = f_i / f = \prod_{m \in F_i} \Phi_m \), where \( F'_i = F_i \setminus (F_1 \cap F_2) \), then \( (f'_1, f'_2) = 1 \).

Here \( F'_i \cap F'_j = \emptyset \), moreover if \( i \neq j, m \in F'_i \) and \( m | m' \), then \( m' \in F'_j \). If there exist polynomials \( q_1, q_2 \in \mathbb{Z}[x] \) such that \( 1 = q_1 f'_1 + q_2 f'_2 \), then \( f = q_1 f_1 + q_2 f_2 \), thus the theorem in the case \( k = 2 \) can be reduced to the following lemma.

**Lemma 1.3** Consider the polynomials \( f_1 = \prod_{i=1}^s \Phi_{m_i} \) and \( f_2 = \prod_{i=1}^t \Phi_{n_j} \), where \( m_i, n_j \) are positive integers. There exist polynomials \( q_1, q_2 \in \mathbb{Z}[x] \) such that \( q_1 f_1 + q_2 f_2 = 1 \) if and only if for arbitrary integers \( i, j, c \) and prime number \( p \) we have \( n_j / m_i \neq p^c \).

**Proof.** \( f_1, f_2 \) are monic polynomials that have a common factor if and only if \( n_j / m_i = 1 \) for some \( 1 \leq i \leq s, 1 \leq j \leq t \); in that case \( q_1 f_1 + q_2 f_2 = 1 \) cannot happen. Assume therefore that \( (f_1, f_2) = 1 \). The product formula (2) implies

\[
R(f_1, g_1) = \prod_{i=1}^s \prod_{j=1}^t R(\Phi_{m_i}, \Phi_{n_j}).
\]

According to a result of Apostol [1], for positive integers \( m \neq n \) we have \( R(\Phi_m, \Phi_n) = 1 \), unless there is a prime \( p \) such that either \( m/n \) or \( n/m \) is a power of \( p \), in which case the resultant is a power of \( p \). The lemma then follows from Theorem 1.1. \( \square \)

To complete the proof of Theorem 1.2, assume that \( k \geq 3 \) and the result has been already verified for smaller values of \( k \). There exist polynomials \( q'_1, q'_2 \in \mathbb{Z}[x] \) such that \( f = (f_{k-1}, f_k) = q'_1 f_{k-1} + q'_2 f_k \). Write \( F = F_{k-1} \cap F_k \). It is easy
to check for any $1 \leq i \leq k - 2$, that $m \in F_i$, $m' \in F$, $m \mid m'$ implies $m' \in F_i$, and $m \in F$, $m' \in F$, $m \mid m'$ implies $m' \in F$. Since $f = \prod_{m \in F} \Phi_m$, there exist polynomials $q_1, q_2, \ldots, q_{k-2}, q \in \mathbb{Z}[x]$ such that

$$(f_1, f_2, \ldots, f_k) = (f_1, f_2, \ldots, f_{k-2}, f) = q_1 f_1 + q_2 f_2 + \ldots + q_{k-2} f_{k-2} + q f.$$ 

Choosing $q_{k-1} = qq_1'$ and $q_k = qq_2'$ we obtain the desired representation of $(f_1, f_2, \ldots, f_k)$. □

**Corollary 1.4** Suppose that the positive integers $a_1, a_2, \ldots, a_k$ divide the positive integer $n$, and let $f_i(x) = 1 + x^{a_i} + x^{2a_i} + \ldots + x^{n-a_i}$ for $1 \leq i \leq k$. Then there exist polynomials $q_i \in \mathbb{Z}[x]$ such that the greatest common divisor of the polynomials $f_i$ can be expressed as

$$(f_1, f_2, \ldots, f_k) = q_1 f_1 + q_2 f_2 + \ldots + q_k f_k.$$ 

**Proof.** According to (3) we can write the polynomials $f_i$ as

$$f_i(x) = \frac{x^n - 1}{x^{a_i} - 1} = \prod_{m \in F_i} \Phi_m(x),$$ 

and it is readily checked that the sets $F_i = \{m \in \mathbb{N} : m \mid a_i \}$ satisfy the conditions of Theorem 1.2. □

A more direct proof of this corollary can be obtained as follows. Put $p_i(x) = x^{a_i} - 1$ and $q(x) = x^n - 1$. Let $r = [p_1, p_2, \ldots, p_k]$ denote the least common multiple of the polynomials $p_1, p_2, \ldots, p_k$, whereas $p = (p_1, p_2, \ldots, p_k)$. Since as a simple consequence of unique factorization we have

$$(f_1, f_2, \ldots, f_k) = \left(\frac{q}{p_1}, \frac{q}{p_2}, \ldots, \frac{q}{p_k}\right) = \frac{q}{r},$$

it is enough to prove that the rational function $1/r$ belongs to the $\mathbb{Z}[x]$-module

$$M = \frac{1}{p_1} \mathbb{Z}[x] + \frac{1}{p_2} \mathbb{Z}[x] + \ldots + \frac{1}{p_k} \mathbb{Z}[x].$$

This we prove by induction on $k$. The initial step being obvious, assume that $k \geq 2$, and the statement has been proven for $k - 1$. Accordingly,

$$\frac{1}{r_{k-1}} := \frac{1}{[p_1, \ldots, p_{k-1}]} \in M.$$ 

Thus,

$$\frac{p_k}{rp} = \frac{r_{k-1}p_k}{rp} \frac{1}{r_{k-1}} = \frac{[r_{k-1}, p_k]}{r_{k-1}} \frac{1}{p} \frac{1}{r_{k-1}} \in M.$$ 

By symmetry, we have $p_i/rp \in M$ for every $1 \leq i \leq k$.

**Lemma 1.5** There exist polynomials $c_1, c_2, \ldots, c_k \in \mathbb{Z}[x]$ such that

$$p = c_1 p_1 + c_2 p_2 + \ldots + c_k p_k.$$
Proof. The factorization formula (3) immediately implies that \( p(x) = x^d - 1 \), where \( d = (a_1, a_2, \ldots, a_k) \). Alternatively, the same conclusion can be obtained by a repeated application of the euclidean algorithm, which in this special case can be fully carried out but with somewhat more tedious details. It is a routine exercise to show that there exist positive integers \( l_1, l_2, \ldots, l_k \) such that \( d = l_1a_1 - l_2a_2 - \ldots - l_ka_k \). Since

\[
x^d - 1 = (x^{l_1a_1} - 1) - \sum_{i=2}^{k} x^{l_{i+1}a_{i+1} + \ldots + l_ka_k + d} (x^{l_ia_i} - 1),
\]

the statement follows with

\[
c_1(x) = \frac{x^{l_1a_1} - 1}{x^{a_1} - 1}, \quad c_i(x) = -\left(x^{l_{i+1}a_{i+1} + \ldots + l_ka_k + d}\right) \frac{x^{l_ia_i} - 1}{x^{a_i} - 1} \quad (2 \leq i \leq k).
\]

□

In view of this lemma,

\[
\frac{1}{r} = \frac{p}{rp} = \sum_{i=1}^{k} c_i \frac{p_i}{rp} \in \mathcal{M},
\]

and the proof is complete.

2 A positive result about functions on \( \mathbb{Z} \)

First we show that if an integer valued function on \( \mathbb{Z} \) has a real valued \((a_1, \ldots, a_k)\)-decomposition, then it also has an integer valued \((a_1, \ldots, a_k)\)-decomposition.

Theorem 2.1 Suppose that an integer valued function \( f : \mathbb{Z} \to \mathbb{Z} \) can be written as \( f = g_1 + \ldots + g_k \), where each \( g_j \) is a real valued \( a_j \)-periodic function for some \( a_j \in \mathbb{Z} \). Then \( f \) can be also written as \( f = h_1 + \ldots + h_k \), where each \( h_j \) is an integer valued \( a_j \)-periodic function.

Proof. We can clearly suppose that \( a_1, \ldots, a_k > 0 \). Let \( n \) denote the least common multiple of \( a_1, \ldots, a_k \).

Consider the polynomial \( g(z) = \sum_{l=0}^{n-1} f(l)z^l \in \mathbb{Z}[z] \). Using that \( f = \sum_{j=1}^{k} g_j \) and each \( g_j \) is \( a_j \)-periodic we can rewrite \( g \) in the following way.

\[
g(z) = \sum_{l=0}^{n-1} f(l)z^l
\]

\[
= \sum_{j=1}^{k} \sum_{l=0}^{n-1} g_j(l)z^l
\]

\[
= \sum_{j=1}^{k} \sum_{r=0}^{a_j - 1} \sum_{u=0}^{n/a_j} g_j(ua_j + r)z^{ua_j+r}
\]

\[
= \sum_{j=1}^{k} \sum_{r=0}^{a_j - 1} g_j(r)z^r \left( 1 + z^{a_j} + z^{2a_j} + \ldots + z^{n-a_j} \right).
\]

(4)
Let $\Psi \in \mathbb{Z}[z]$ be the greatest common divisor of the polynomials

$$1 + z^{a_j} + z^{2a_j} + \ldots + z^{n-a_j}, \quad (j = 1, \ldots, k).$$

By Corollary 1.4 we may express $\Psi$ as

$$\Psi(z) = \sum_{j=1}^{k} q_j(z) \cdot (1 + z^{a_j} + z^{2a_j} + \ldots + z^{n-a_j})$$

with suitable polynomials $q_1, \ldots, q_k \in \mathbb{Z}[z]$.

By (4), $\Psi$ is a divisor of $g$ in $\mathbb{R}[z]$. Since $\Psi, g \in \mathbb{Z}[z]$ and $\Psi$ is monic, the division algorithm implies that $p = g/\Psi \in \mathbb{Z}[z]$. Therefore

$$\sum_{l=0}^{n-1} f(l)z^l = g(z) = p(z)\Psi(z) = \sum_{j=1}^{k} p(z)q_j(z) \cdot (1 + z^{a_j} + z^{2a_j} + \ldots + z^{n-a_j}).$$

For each $j = 1, \ldots, k$ and $l = 0, 1, \ldots, n - 1$, let $h_j(l)$ be the sum of the coefficients of $z^l, z^{l+n}, z^{l+2n}, \ldots$ in the polynomial

$$p(z)q_j(z) \cdot (1 + z^{a_j} + z^{2a_j} + \ldots + z^{n-a_j}).$$

Extending each $h_j$ to an $n$-periodic function on $\mathbb{Z}$ one finds that each $h_j$ is an integer valued $a_j$-periodic function such that $f = h_1 + \ldots + h_k$. \hfill \Box

**Corollary 2.2** The class of bounded $\mathbb{Z} \to \mathbb{Z}$ functions has the decomposition property.

**Proof.** Let $f$ be a bounded $\mathbb{Z} \to \mathbb{Z}$ function such that $\Delta_{a_1} \ldots \Delta_{a_k} f = 0$. By a result of Laczkovich and Révész [12], for any commutative group $A$, the class of bounded $A \to \mathbb{R}$ functions has the decomposition property. Thus we can express $f$ as $f = g_1 + \ldots + g_k$ such that each $g_j$ is an $a_j$-periodic $\mathbb{Z} \to \mathbb{R}$ function. In view of Theorem 2.1, we can also write $f$ as $f = h_1 + \ldots + h_k$ such that each $h_j$ is an $a_j$-periodic $\mathbb{Z} \to \mathbb{Z}$ function. Since periodic functions on $\mathbb{Z}$ are always bounded, this completes the proof. \hfill \Box

**Corollary 2.3** Let $A$ be an additive subgroup of $\mathbb{Q}$ and $a_1, \ldots, a_k \in A$. If a function $f : A \to \mathbb{Z}$ has a real valued $(a_1, \ldots, a_k)$-decomposition, then it also has an integer valued $(a_1, \ldots, a_k)$-decomposition.

**Proof.** Let $d$ be a common multiple of the denominators of $a_1, \ldots, a_k$, and let $D = \{n/d : n \in \mathbb{Z}\}$. Since $D$ is isomorphic to $\mathbb{Z}$, we can apply Theorem 2.1 on each coset $D + q$ ($q \in A$). \hfill \Box

**Corollary 2.4** For any additive subgroup $A$ of $\mathbb{Q}$, the class of bounded $A \to \mathbb{Z}$ functions has the decomposition property. \hfill \Box
a function \( f : \mathbb{Z}_n \to \mathbb{C} \) has a complex valued \((a_1, \ldots, a_k)-\)decomposition if and only if
\[
\{ l \in \mathbb{Z} : \hat{f}(l) \neq 0 \} \subset \frac{n}{a_1} \mathbb{Z} \cup \ldots \cup \frac{n}{a_k} \mathbb{Z}.
\]
Here \( \hat{f} \) denotes the discrete Fourier transform of \( f \) on \( \mathbb{Z}_n \); that is,
\[
\hat{f}(l) = \sum_{j=0}^{n-1} f(j) e^{(2\pi i/n)lj} \quad (l \in \mathbb{Z}).
\]

Note that if \( f \) is real valued then, by taking the real part of each term, we can get a real valued decomposition from a complex valued decomposition. If \( f \) is integer valued, then \( \hat{f}(l) = 0 \) if and only if \( \hat{f}(n,l) = 0 \), since \( e^{2\pi i/n} \) is a root of a polynomial \( p \in \mathbb{Z}[x] \) if and only if \( \Phi_{n/(n,l)} \) divides \( p \), and the same holds for \( e^{2(l,n)\pi i/n} \). Accordingly, a function \( \mathbb{Z}_n \to \mathbb{Z} \) has a real valued \((a_1, \ldots, a_k)-\)decomposition if and only if
\[
\{ l \mid n : \hat{f}(l) \neq 0 \} \subset \frac{n}{a_1} \mathbb{Z} \cup \ldots \cup \frac{n}{a_k} \mathbb{Z}.
\] (5)

Summarizing the various characterizations, we get the following.

**Corollary 2.5** For arbitrary numbers \( a_1, \ldots, a_k \in \mathbb{Z} \setminus \{0\} \) with a fixed common multiple \( n \) and a function \( f : \mathbb{Z} \to \mathbb{Z} \), the following four statements are equivalent:

(i) \( f \) has an integer valued \((a_1, \ldots, a_k)-\)decomposition;

(ii) \( f \) has a real valued \((a_1, \ldots, a_k)-\)decomposition;

(iii) \( f \) is bounded and \( \Delta_{a_1} \ldots \Delta_{a_k} f = 0 \);

(iv) \( f \) is an \( n \)-periodic function satisfying (5). \(\Box\)

**Corollary 2.6** An \( n \)-periodic function \( f : \mathbb{Z} \to \mathbb{Z} \) can be written as the sum of periodic integer valued functions with smaller periods if and only if \( \hat{f}(1) = 0 \); that is, if
\[
\sum_{j=0}^{n-1} f(j) e^{(2\pi i/n)j} = 0.
\]

**Proof.** If \( \hat{f}(1) = 0 \), then let \( p_1, \ldots, p_k \) be the prime divisors of \( n \) and let \( a_j = \frac{n}{p_j} \) \((j = 1, \ldots, k)\). Then (5) holds and so, using Corollary 2.5 (iv)\(\Rightarrow\)(i), we get an integer valued decomposition of \( f \) with smaller periods.

If the \( n \)-periodic function \( f \) can be written as a sum of periodic functions with smaller periods, then each term must be also periodic by a proper divisor of \( n \), and then we can apply Corollary 2.5 (i)\(\Rightarrow\)(iv). \(\Box\)
3 A $\mathbb{Z} \times \mathbb{Z} \to \{0, 1\}$ example

**Theorem 3.1** There exists a function $u : \mathbb{Z} \times \mathbb{Z} \to \{0, 1\}$ that can be written as a sum of a $(0, 1)$-periodic, a $(1, 0)$-periodic and a $(1, 1)$-periodic bounded $\mathbb{Z} \times \mathbb{Z} \to \mathbb{R}$ function, can be written also as the sum of three periodic $\mathbb{Z} \times \mathbb{Z} \to \mathbb{Z}$ functions with the same periods, but cannot be written as a sum of three periodic bounded $\mathbb{Z} \times \mathbb{Z} \to \mathbb{Z}$ functions with the same periods.

**Proof.** Note first, that a function on $\mathbb{Z} \times \mathbb{Z}$ is $(0, 1)$-periodic if and only if it is of the form $(x, y) \to f(x)$ for some function $f$ on $\mathbb{Z}$, $(1, 0)$-periodic if it is of the form $(x, y) \to g(y)$, and $(1, 1)$-periodic iff it is of the form $(x, y) \to h(x - y)$.

Fix a $t \in \mathbb{R} \setminus \mathbb{Q}$ and let

$$u(x, y) = [xt] - [yt] - [(x - y)t] \quad (x, y \in \mathbb{Z}),$$

(6)

where $[a]$ denotes the integer part of $a$. Using that $xt - yt - (x - y)t = 0$ we get

$$u(x, y) = -\{xt\} + \{yt\} + \{(x - y)t\},$$

(7)

where $\{a\} = a - [a]$ is the fractional part of $a$. This shows that $u(x, y)$ is the sum of a $(0, 1)$-periodic, a $(1, 0)$-periodic and a $(1, 1)$-periodic bounded $\mathbb{Z} \times \mathbb{Z} \to \mathbb{R}$ function. Expression (6) shows that $u(x, y) \in \mathbb{Z}$, and (7) shows that $-1 < u(x, y) < 2$, thus $u(x, y) \in \{0, 1\}$ for any $x, y$.

Suppose finally, that

$$u(x, y) = f(x) + g(y) + h(x - y).$$

(8)

We will show that $f$ cannot be bounded and integer valued at the same time.

Given that $u(0, 0) = 0$, without any loss of generality we may assume that $f(0) = g(0) = h(0) = 0$. Substituting $x = y$ in (8) we get that $g(x) = -f(x)$ for every $x$, whereas the substitution $y = 0$ yields $h(x) = -f(x)$ for every $x$. Using these and substituting $y = 1$ in (8) we get

$$f(x) = f(x - 1) + u(x, 1) + f(1).$$

This implies that $f(1)$ determines $f$ (and so $g$ and $h$ as well) everywhere. On the other hand, considering (8) as a function equation, (6) and (7) show that $f(x) = -g(x) = -h(x) = [xt]$ and $f(x) = -g(x) = -h(x) = -\{xt\}$ are both solutions of (8). Since $f(1)$, as a real number, can be written as $a[1 \cdot t] + (1 - a)(-\{1 \cdot t\})$ for some $a \in \mathbb{R}$, we get that every real solution of (8) is the affine linear combination of the solutions (6) and (7). In particular, $f$ must be of the form

$$f(x) = a[tx] + (1 - a)(-\{tx\})$$

for some $a \in \mathbb{R}$. This shows that $f$ is an integer valued function only if $a = 1$, and $f$ is bounded only if $a = 0$. \qed

**Remark 3.2** One can check that the function $u$ we constructed above can be also written as

$$u(x, y) = \begin{cases} 1, & \text{if } \{yt\} > \{xt\} \\ 0, & \text{if } \{yt\} \leq \{xt\} \end{cases}.$$
Corollary 3.3 For any commutative group $A$ that contains $\mathbb{Z} \times \mathbb{Z}$ as a subgroup there exist $a_1, a_2, a_3 \in A$ and a function $f : A \to \{0, 1\}$ such that $f$ has a bounded real valued $(a_1, a_2, a_3)$-decomposition, but does not have a bounded integer valued $(a_1, a_2, a_3)$-decomposition. In particular, there exists $a_1, a_2, a_3 \in \mathbb{R}$ and a function $f : \mathbb{R} \to \{0, 1\}$ such that $f$ has a bounded real valued $(a_1, a_2, a_3)$-decomposition, but does not have a bounded integer valued $(a_1, a_2, a_3)$-decomposition. □

Corollary 3.4 If a commutative group $A$ contains $\mathbb{Z} \times \mathbb{Z}$ as a subgroup, then the class of bounded $A \to \mathbb{Z}$ functions does not have the decomposition property. In particular, the class of bounded $\mathbb{R} \to \mathbb{Z}$ functions does not have the decomposition property. □

It is known (see e. g. in [3]) that a torsion-free commutative group contains a subgroup isomorphic to $\mathbb{Z} \times \mathbb{Z}$ if and only if it is not isomorphic to any additive subgroup of $\mathbb{Q}$. Therefore combining Corollaries 2.4 and 3.4 we get the following characterization.

Corollary 3.5 Let $A$ be a torsion-free commutative group. Then the class of bounded $A \to \mathbb{Z}$ functions has the decomposition property if and only if it is isomorphic to an additive subgroup of $\mathbb{Q}$. □

4 Incommensurable periods and unprescribed periods

The following is an old unpublished result of the fourth author, which was discovered independently by Mortola and Peirone [13, Theorem 2], and also by Farkas and Révész [2, Corollary 14]: if $a_1, \ldots, a_k \in \mathbb{R}$ are such that $a_i/a_j \notin \mathbb{Q}$ for any $i \neq j$, then a function $f : \mathbb{R} \to \mathbb{R}$ has a real valued $(a_1, \ldots, a_k)$-decomposition if and only if $\Delta a_1 \cdots \Delta a_k f = 0$. In fact, in [2, Theorem 15] a more general result is proved in a more general setting. The arguments in [13] and [2] work also for $f : \mathbb{R} \to \mathbb{Z}$ functions, and more generally for the following theorem. For completeness and for the readers' convenience we present a proof, similar to the proofs in [13] and [2]. By a multiple of an element $g$ in a commutative group (that is, in a $\mathbb{Z}$-module) we mean any element of the form $ng$, where $n \in \mathbb{Z} \setminus \{0\}$.

Theorem 4.1 Suppose that $A$ and $B$ are commutative groups, $a_1, \ldots, a_k \in A$ are of infinite order, and no two of $a_1, \ldots, a_k$ have a common multiple. Then for any function $f : A \to B$ the following two statements are equivalent:

(i) there exists a decomposition $f = f_1 + \cdots + f_k$ such that each $f_j$ is an $a_j$-periodic $A \to B$ function.

(ii) $\Delta a_1 \cdots \Delta a_k f = 0$.

Lemma 4.2 (cf. [13, Lemma] and [2, Lemma 11]) Suppose that $A$ and $B$ are commutative groups, $a, b \in A$ are of infinite order and have no common multiple. Then for any $b$-periodic function $h : A \to B$ there exists a $b$-periodic function $g : A \to B$ such that $\Delta a g = h$; or in other words, the operation $\Delta a$ is onto on the class of $b$-periodic $A \to B$ functions.
Corollary 4.4 Let \( f : A \to B \) be a function. If \( x_0 \) is the chosen element from the equivalent class of an arbitrary \( x \in A \), then \( x = x_0 + na + mb \) for some \( n, m \in \mathbb{Z} \), and since \( a \) and \( b \) are of infinite order having no common multiple, the pair \( n, m \) is unique. Hence the following definition gives a well-defined function on \( A \). Let

\[
g(x_0 + na + mb) = \begin{cases} 
  h(x_0) + h(x_0 + a) + \ldots + h(x_0 + (n-1)a), & \text{if } n > 0, \\
  0, & \text{if } n = 0, \\
  -h(x_0 - a) - h(x_0 - 2a) - \ldots - h(x_0 + na), & \text{if } n < 0.
\end{cases}
\]

Since \( x + b = x_0 + na + (m+1)b \), we see that \( g(x) \) and \( g(x+b) \) are defined by the same formula, thus \( g \) is \( b \)-periodic. Using the definition of \( g \) and the \( b \)-periodicity of \( h \) we get for an arbitrary \( x = x_0 + na + mb \) that

\[
\Delta_a g(x) = \Delta_a g(x_0 + na + mb) = g(x_0 + (n+1)a + mb) - g(x_0 + na + mb) = h(x_0 + na) - h(x_0 + na + mb).
\]

Therefore \( \Delta_a g = h \), which completes the proof. \( \square \)

Corollary 4.3 If \( A \) and \( B \) are commutative groups, \( a_1, \ldots, a_k, b \in A \) are of infinite order and \( a_j \) and \( b \) have no common multiple for any \( j \), then the operation \( \Delta_{a_1} \cdots \Delta_{a_k} \) is onto on the class of \( b \)-periodic \( A \to B \) functions. \( \square \)

Proof of Theorem 4.1. The implication (i) \( \Rightarrow \) (ii) is clear. We prove (ii) \( \Rightarrow \) (i) by induction. For \( k = 1 \) the statement is clear. Suppose that (ii) \( \Rightarrow \) (i) holds for \( k \), and now we prove it for \( k+1 \).

Assume that \( \Delta_{a_1} \cdots \Delta_{a_k} \Delta_{a_{k+1}} f = 0 \), where \( a_1, \ldots, a_{k+1} \in A \) are of infinite order such that no two of them have a common multiple. Applying Corollary 4.3 for \( b = a_{k+1} \) and \( h = \Delta_{a_1} \cdots \Delta_{a_k} \) we get that there exists an \( a_{k+1} \)-periodic function \( f_{k+1} : A \to B \) such that

\[
\Delta_{a_1} \cdots \Delta_{a_k} f_{k+1} = \Delta_{a_1} \cdots \Delta_{a_k} f.
\]

Finally, applying (ii) \( \Rightarrow \) (i) for \( k \) and for the function \( f - f_{k+1} \) we get \( f_1, \ldots, f_k : A \to B \) such that each \( f_j \) is \( a_j \)-periodic and \( f - f_{k+1} = f_1 + \ldots + f_k \), so \( f = f_1 + \ldots + f_k + f_{k+1} \). \( \square \)

Corollary 4.4 Let \( A, B \) be commutative groups, and let \( B' \) be a subgroup of \( B \). Suppose that \( a_1, \ldots, a_k \in A \) are of infinite order and no two of them have a common multiple. If a function \( f : A \to B' \) has a decomposition \( f = f_1 + \ldots + f_k \) such that each \( f_j \) is an \( a_j \)-periodic \( A \to B' \) function, then \( f \) also has a decomposition \( f = g_1 + \ldots + g_k \) such that each \( g_j \) is an \( a_j \)-periodic \( A \to B' \) function.

Proof. Note that (ii) of Theorem 4.1 is the same condition for \( B \) and \( B' \). So we may apply first (i) \( \Rightarrow \) (ii) for \( B \), and then (ii) \( \Rightarrow \) (i) for \( B' \).

Although in Corollary 4.4 there are restrictions about the periods \( a_1, \ldots, a_k \), one can easily use this result for characterizing those \( A \to B \) functions that can be written as a sum of periodic functions with any (unprescribed) periods, at least if \( A \) is torsion-free. (The following theorem is a generalization of a result of Mortola and Peirone [13, Theorem 3], who studied the special case when \( A = B = \mathbb{R} \).)
Theorem 4.5  For any torsion-free commutative group \( A \), commutative group \( B \) and function \( f : A \rightarrow B \), the following two statements are equivalent:

(i) the function \( f \) can be written as the sum of finitely many periodic functions;

(ii) there exist \( a_1, \ldots, a_k \in A \) such that no two of \( a_1, \ldots, a_k \) have a common multiple and \( \Delta_{a_1} \ldots \Delta_{a_k} f = 0 \).

Proof.  The implication (ii) \( \Rightarrow \) (i) immediately follows from Theorem 4.1. To prove (i) \( \Rightarrow \) (ii), suppose that \( f = f_1 + \ldots + f_n \) is a periodic decomposition, and let \( f_j \) be \( b_j \)-periodic (\( j = 1, \ldots, n \)).

Let \( \{a_1, \ldots, a_k\} \subset A \) be a set with minimal cardinality such that for each \( b_j \) (\( j = 1, \ldots, n \)) there exists an \( a_{i_j} \) (\( i_j \in \{1, \ldots, k\} \)) such that \( a_{i_j} \) is a multiple of \( b_j \). By minimality, no two of \( a_1, \ldots, a_k \) have a common multiple. Letting

\[
g_i = \sum_{j : i_j = i} f_j \quad (i = 1, \ldots, k)
\]

we get that \( f = g_1 + \ldots + g_k \), and that each \( g_i \) is \( a_i \)-periodic, which implies that \( \Delta_{a_1} \ldots \Delta_{a_k} f = 0 \).

Corollary 4.6  Let \( A \) be a torsion-free commutative group, let \( B \) be an arbitrary commutative group, and let \( B' \) be a subgroup of \( B \). Then a function can be written as a finite sum of periodic \( A \rightarrow B' \) functions if and only if it is an \( A \rightarrow B' \) map that can be written as a finite sum of periodic \( A \rightarrow B \) functions.

Proof.  This is clear from Theorem 4.5, since (ii) of Theorem 4.5 is the same condition for \( B \) and \( B' \).

The special cases of Theorem 4.5 and Corollary 4.6 give the following characterizations of those functions that can be written as a sum of periodic integer valued functions.

Corollary 4.7  For any integer valued function \( f \) on any torsion-free commutative group the following three statements are equivalent:

(i) the function \( f \) can be written as the sum of finitely many integer valued periodic functions;

(ii) the function \( f \) can be written as the sum of finitely many real valued periodic functions;

(iii) there exist \( a_1, \ldots, a_k \in A \) such that no two of \( a_1, \ldots, a_k \) have a common multiple and \( \Delta_{a_1} \ldots \Delta_{a_k} f = 0 \).

If we want to specify the periods as well, then we have a characterization only if the periods are commensurable or pairwise incommensurable.

Theorem 4.8  Suppose that in a torsion-free commutative group \( A \), nonzero elements \( a_1, \ldots, a_n \) are given such that either they have a common multiple or no two of them have a common multiple. Then a function \( f : A \rightarrow \mathbb{Z} \) has an integer valued \((a_1, \ldots, a_n)\)-decomposition if and only if it has a real valued \((a_1, \ldots, a_n)\)-decomposition.
Proof. Assume first that \(k_1a_1 = \ldots = k_na_n = a\) holds with some nonzero integers \(k_1, \ldots, k_n\). Using the fact that every finitely generated torsion-free commutative group is of the form \(\mathbb{Z} \times \ldots \times \mathbb{Z}\) (see e.g. [3, Theorem 10.4]), one can easily check that there exists an element \(b \in A\) such that \([k_1, \ldots, k_n]b = a\). It follows that \(a_1, \ldots, a_n\) belong to the cyclic subgroup of \(A\) generated by \(b\), hence the subgroup \(A_0\) generated by \(a_1, \ldots, a_n\) must be isomorphic to \(\mathbb{Z}\). Then we can get an integer valued decomposition of \(f\) on each coset \(A_0 + t\) by Theorem 2.1.

If no two of \(a_1, \ldots, a_n \in A \setminus \{0\}\) have a common multiple, then Corollary 4.4 can be applied.

\[\square\]

Corollary 4.9 Suppose that \(a_1, \ldots, a_n \in \mathbb{R}\setminus\{0\}\) are commensurable or pairwise incommensurable. Then a function \(f : \mathbb{R} \to \mathbb{Z}\) has an integer valued \((a_1, \ldots, a_n)\)-decomposition if and only if it has a real valued \((a_1, \ldots, a_n)\)-decomposition. \(\square\)

5 Questions and remarks

We do not know whether we indeed need restrictions about the periods in Theorem 4.8 and Corollary 4.9.

Question 5.1 Does the following statement hold?

\((\ast)\) If a function \(f : \mathbb{R} \to \mathbb{Z}\) has a real valued \((a_1, \ldots, a_k)\)-decomposition for some \(k \in \mathbb{N}, a_1, \ldots, a_k \in \mathbb{R}\), then \(f\) also has an integer valued \((a_1, \ldots, a_k)\)-decomposition.

Question 5.2 Does the following hold for every commutative group \(A\)?

\((\ast\ast)\) If a function \(f : A \to \mathbb{Z}\) has a real valued \((a_1, \ldots, a_k)\)-decomposition for some \(k \in \mathbb{N}, a_1, \ldots, a_k \in A\), then \(f\) also has an integer valued \((a_1, \ldots, a_k)\)-decomposition.

By Corollary 4.9, \((\ast)\) holds for \(k = 2\).

Note the following connections between Questions 5.1 and 5.2.

Proposition 5.3 The following three statements are equivalent:

(i) \((\ast)\) holds;

(ii) \((\ast\ast)\) holds for every \(A = \mathbb{Z} \times \ldots \times \mathbb{Z}\);

(iii) \((\ast\ast)\) holds for every torsion-free commutative group \(A\).

Proof. Clearly (i) is a special case of (iii). It is also easy to see that (i) implies (ii), since \(A = \mathbb{Z} \times \ldots \times \mathbb{Z}\) can be always embedded in \(\mathbb{R}\) and then, by defining \(f\) to be zero on \(\mathbb{R}\setminus A\), we can apply \((\ast)\).

Therefore it is enough to prove (ii) \(\Rightarrow\) (iii). Using again that every finitely generated torsion-free commutative group is of the form \(\mathbb{Z} \times \ldots \times \mathbb{Z}\), we get that the additive subgroup of \(A\) generated by the periods \(a_1, \ldots, a_k\) is of the form \(\mathbb{Z} \times \ldots \times \mathbb{Z}\). On the other hand, if we get a decomposition on this subgroup, the same decomposition works for each coset. \(\square\)
By Theorem 2.1, (**) holds for $A = Z$, which easily implies that (**) holds for finite cyclic groups as well. But we do not know if (**) holds for $A = Z \times Z$, and whether it holds for every finite commutative group, not even for groups of form $Z_n \times Z_n$.

We remark that for a finite commutative group $A$, (**) is equivalent with the statement that the class of all $A \rightarrow Z$ functions has the decomposition property. Indeed, $A \rightarrow \mathbb{R}$ functions are always bounded for any finite set $A$, and after Laczkovich and Révész [12] we know that the class of bounded $A \rightarrow \mathbb{R}$ functions has the decomposition property, so the same argument would work as in the proof of Corollary 2.2.

We do not know whether we indeed need restrictions about the periods in Corollary 4.4. We might have a positive answer even for the following most general question.

**Question 5.4** Does the following statement hold for arbitrary commutative groups $A, B$ and $B'$ such that $B' \leq B$?

(***) If a function $f : A \rightarrow B'$ has a $B$-valued $(a_1, \ldots, a_k)$-decomposition for some $k \in \mathbb{N}$, $a_1, \ldots, a_k \in A$, then $f$ also has a $B'$-valued $(a_1, \ldots, a_k)$-decomposition.
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