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Abstract

Three constructions for binary lattices with strong pseudorandom properties are given. These constructions are the two dimensional extensions and modifications of three of the most important one dimensional constructions. The upper estimates for the pseudorandom measures of the binary lattices constructed are based on the principle that character sums in two variables can be estimated by fixing one of the variables; then we get a character sum in one variable which can be estimated by using Weil’s theorem.
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1 Introduction

Pseudorandom binary sequences have many applications. In particular, they are used as the key stream in the classical stream cipher called Vernam cipher and in wireless communication. In 1997 Mauduit and Sarkozy [19] (see also the survey paper [27]) initiated a new, constructive approach to the theory of pseudorandomness. They defined and studied new measures of pseudorandomness. In the last 10 years numerous binary sequences have been tested for pseudorandomness. The 4 best constructions are, perhaps, the following:

Let \( p \) be a prime number, \( f(x) \in \mathbb{F}_p[x] \), and define the binary sequence \( E_p = (e_1, e_2, \ldots, e_p) \) by

\[
e_n = \begin{cases} 
\left( \frac{f(n)}{p} \right) & \text{for } (f(n), p) = 1 \\
+1 & \text{otherwise}
\end{cases}
\]  (1)
where \( \left( \frac{f(n)}{p} \right) \) is the Legendre symbol (see [7], [19], [28] and [29]),

\[
e_n = \begin{cases} 
+1 & \text{if } 0 \leq r_p(f(n)) < p/2 \\
-1 & \text{if } p/2 \leq r_p(f(n)) < p 
\end{cases}
\]  

(2)

where \( r_p(n) \) denotes the unique \( r \in \{0, 1, \ldots, p-1\} \) such that \( n \equiv r \pmod{p} \) (see [18]),

\[
e_n = \begin{cases} 
+1 & \text{if } (f(n), p) = 1 \text{ and } 0 \leq r_p(f(n)^{-1}) < p/2 \\
-1 & \text{otherwise}
\end{cases}
\]  

(3)

where \( f(n)^{-1} \) denotes the multiplicative inverse of \( f(n) \) (see [20]) and

\[
e_n = \begin{cases} 
+1 & \text{if } (f(n), p) = 1 \text{ and } 1 \leq \text{ind } f(n) \leq \frac{p-1}{2} \\
-1 & \text{otherwise}
\end{cases}
\]  

(4)

where \( \text{ind } a \) denotes the index or discrete logarithm of \( a \) modulo \( p \) with respect to a given primitive root modulo \( p \) (see [8], [9], [10], [26]). (See [15], [16], [17], [23], [24], [25] for further related results and constructions.)

In order to encrypt a 2-dimensional digital map or picture via the analog of the Vernam cipher, instead of a pseudorandom binary sequence (as a key stream) one needs a pseudorandom “binary lattice”. Thus one needs the \( n \) dimensional extension of the theory of pseudorandomness. Such a theory has been developed recently by Hubert, Mauduit and Sárközy [14]. They introduced the following definitions:

Denote by \( I_N^n \) the set of \( n \)-dimensional vectors whose coordinates are integers between 0 and \( N - 1 \):

\[ I_N^n = \{ \mathbf{x} = (x_1, x_2, \ldots, x_n) : x_i \in \{0, 1, \ldots, N - 1\} \}. \]

This set is called an \( n \)-dimensional \( N \)-lattice or briefly an \( N \)-lattice. In [13] this definition was extended to more general lattices in the following way: Let \( \mathbf{u}_1, \mathbf{u}_2, \ldots, \mathbf{u}_n \) be \( n \) linearly independent vectors, where the \( i \)-th coordinate of
is a positive integer and the other coordinates of \( u_i \) are 0, so that, writing \( z_i = |u_i| \), \( u_i \) is of the form \((0, \ldots, z_i, 0, \ldots, 0)\). Let \( t_1, t_2, \ldots, t_n \) be integers with \( 0 \leq t_1, t_2, \ldots, t_n < N \). Then we call the set

\[
B_N^n = \{ x = x_1u_1 + \cdots + x_nu_n : 0 \leq x_i z_i \leq t_i (< N) \text{ for } i = 1, \ldots, n \}
\]

\( n \)-dimensional box \( N \)-lattice or briefly a box \( N \)-lattice.

In [14] the definition of binary sequences is extended to more dimensions by considering functions of type

\[
e_x = \eta(x) : I_N^n \rightarrow \{-1, +1\}.
\]

If \( x = (x_1, \ldots, x_n) \) so that \( \eta(x) = \eta((x_1, \ldots, x_n)) \) then we will slightly simplify the notation by writing \( \eta(x) = \eta(x_1, \ldots, x_n) \).

Such a function can be visualized as the lattice points of the \( N \)-lattice replaced by the two symbols + and −, thus they are called binary \( N \)-lattices. Binary 2 or 3 dimensional pseudorandom lattices can be used in encryption of digital images.

In [14] Hubert, Mauduit and Sárközy introduced the following measure of pseudorandomness of binary lattices (here we will present the definition in the same slightly modified but equivalent form as in [13]):

**Definition 1** Let

\[
\eta : I_N^n \rightarrow \{-1, +1\}.
\]

Define the pseudorandom measure of order \( \ell \) of \( \eta \) by

\[
Q_\ell(\eta) = \max_{B, d_1, \ldots, d_\ell} \left| \sum_{x \in B} \eta(x + d_1) \cdots \eta(x + d_\ell) \right|,
\]

where the maximum is taken over all distinct \( d_1, \ldots, d_\ell \in I_N^n \) and all box \( N \)-lattices \( B \) such that \( B + d_1, \ldots, B + d_\ell \subseteq I_N^n \).

Then \( \eta \) is said to have strong pseudorandom properties, or briefly, it is considered as a “good” pseudorandom lattice if for fixed \( n \) and \( \ell \) and “large”
the measure $Q_{\ell}(\eta)$ is “small” (much smaller, than the trivial upper bound $N^n$). This terminology is justified by the fact that, as was proved in [14], for a truly random binary lattice defined on $I_N^n$ and for fixed $\ell$ the measure $Q_{\ell}(\eta)$ is “small”; in particular, it is less than $N^{n/2}$ multiplied by a logarithmic factor.

In one dimension, hence the case of binary sequences, many good constructions have been given. Typically, the really good constructions involve $\mathbb{F}_p$, additive or multiplicative characters and polynomials, and the crucial tool in the estimation of the pseudorandom measures is Weil’s theorem [30]. Unfortunately, this approach in its original form does not readily apply in $n$ dimensions. The difficulty is that in $n$ dimensions constructions involving $\mathbb{F}_p$, characters and polynomials $f(x_1, x_2, \ldots, x_n) \in \mathbb{F}_p[x_1, x_2, \ldots, x_n]$ lead naturally to the $n$ dimensional analogues of Weil’s theorem, in particular, they lead to the theorem of Deligne [4]. While Fouvry and Katz [6] have simplified the requirements for applying Deligne’s theorem, the inconvenient assumptions of nonsingularity are still required.

In spite of these difficulties in [14], [21], [22] good $n$-dimensional constructions were presented. In these papers the authors got around the difficulty described above in the following way: finite fields $\mathbb{F}_q$ with $q = p^n$ and polynomials $G(x) \in \mathbb{F}_q[x]$ are considered. Character sums involving $G(x)$ and characters of $\mathbb{F}_q$ can be estimated by Weil’s theorem so that no nonsingularity assumption is needed. On the other hand, if $e_1, e_2, \ldots, e_n$ is a basis in $\mathbb{F}_q$, then every $x \in \mathbb{F}_q$ has a unique representation in form $x = x_1e_1 + x_2e_2 + \cdots + x_ne_n$ with $x_1, x_2, \ldots, x_n \in \mathbb{F}_q$. Then $g(x_1, x_2, \ldots, x_n) = G(x_1e_1 + x_2e_2 + \cdots + x_ne_n) \in \mathbb{F}_p[x_1, x_2, \ldots, x_n]$ is a well-defined polynomial, and the estimate of $n$-fold character sums involving $g(x_1, x_2, \ldots, x_n)$ can be reduced to the estimate of character sums over $\mathbb{F}_q$ involving $G$, so that Weil’s theorem can be used. (This principle goes back to Davenport and Lewis [3].)

This detour enables one to give sharp upper bounds, but it also has
considerable disadvantages. Namely, in this way we get rather artificial constructions. More naturally arising constructions cannot be tested with this approach. Secondly, the implementation of these artificial constructions is more complicated. Thus one might like to look for a trade-off between applicability of the method and sharpness of the result, i.e., for a method which is much more flexible and applicable at the expense of providing weaker but still nontrivial upper bounds. In [13], for $n = 2$ Gyarmati, Sárközy and Stewart presented such a method based on the techniques introduced by Gyarmati and Sárközy [12] to estimate certain related character sums involving polynomials $f(x, y) \in \mathbb{F}_p[x, y]$. They estimate these sums by fixing one of the two variables, say, $x$. Then $g(y) = f(x, y)$ is a polynomial of one variable, so that one may try to apply Weil’s theorem to estimate the sum. Indeed, they show that apart from a few “bad” polynomials $f(x, y)$ (they give a simple and complete description of these exceptional polynomials), for “almost all” $x$ we get a sum in $y$ in this way which can be estimated by Weil’s theorem. However, the price paid for the flexibility of this method is that the upper bounds are not optimal (we get an upper bound $p^c$ with some $1 < c < 2$ so that it improves on the trivial upper bound $p^2$ but it is worse than the expected optimal bound $p(\log p)^c$). In [13] this method was used for the following two dimensional analogue of the Legendre symbol construction (1):

Let $p$ be an odd prime, $f(x, y) \in \mathbb{F}_p[x, y]$ be a polynomial of degree $k$, and define the two dimensional binary $p$-lattice $\eta : I_p^2 \to \{-1, +1\}$ by

$$\eta(x, y) = \begin{cases} \left( \frac{f(x, y)}{p} \right) & \text{if } (f(x, y), p) = 1 \\ 1 & \text{if } p \mid f(x, y). \end{cases}$$

They showed for a large class of polynomials $f$ that if $k, \ell$ are “not very large” in terms of $p$ then we have

$$Q_\ell(\eta) < 10kfp^{3/2} \log p.$$ 

In this paper our goal is to prove similar theorems on suitable extensions
of constructions of (2), (3) and (4). Some elementary lemmas (Lemmas 3 and 7) of independent interest will play a crucial role in the proofs.

Throughout this paper we will use the following notations: $\mathbb{Z}$ and $\mathbb{N}$ denote the set of the integers, resp. positive integers. $p$ denotes an odd prime. We write $e(\alpha) = e^{2\pi i \alpha}$ and $e_p(n) = e\left(\frac{n}{p}\right)$. We will use Vinogradov’s notation $\ll$: if $f(x) = O(g(x))$ then we also write $f(x) \ll g(x)$.

2 The two dimensional analogue of construction (2)

We will prove the following theorem:

**Theorem 1** Let $p$ be an odd prime, $k$ an integer with $3 \leq k < p$, $g(x) \in \mathbb{F}_p[x]$ and $h(x) \in \mathbb{F}_p[x]$ polynomials with $\deg f = \deg g = k$, and write $f(x, y) = g(x)h(y)$. Define the two dimensional binary $p$-lattice $\eta: \mathbb{F}_p^2 \to \{-1, +1\}$ by

$$
\eta(x, y) = \begin{cases} 
1 & \text{if } 0 \leq r_p(f(x, y)) < p/2 \\
-1 & \text{if } p/2 \leq r_p(f(x, y)) < p.
\end{cases} \quad (6)
$$

Then for $\ell \in \mathbb{N}$,

$$
2 \leq \ell \leq k - 1 \quad (7)
$$

we have

$$
Q_\ell(\eta) \ll kp^{3/2} (\log p)^{\ell+1}. \quad (8)
$$

Note that it was shown in [18] that in the one-dimensional case (2) the correlation of “large” order can be large, so that an upper bound for $\ell$ like the one in (7) is necessary. It could be shown that here the situation is similar but we will not go into the details.

**Proof of Theorem 1.** The proof will be based on the same lemmas as in the one dimensional case in [18].
Lemma 1 For any polynomial $F(x) \in \mathbb{F}_p[x]$ of degree $d \geq 2$ and any integers $M$ and $K$ with $1 \leq K < p$ we have

$$\left| \sum_{n=M+1}^{M+K} e_p(F(n)) \right| \ll dp^{1/2} \log p.$$  

Proof. This is a consequence of Weil’s theorem [30] and it is Lemma 1 in [18].

Lemma 2 For $n \in \mathbb{Z}$ and $p$ an odd prime we have

$$\frac{1}{p} \sum_{|h| < p/2} v_p(h)e_p(hn) = \begin{cases} +1 & \text{if } r_p(n) < p/2, \\ -1 & \text{otherwise,} \end{cases}$$

where $v_p(h)$ is a function of period $p$ such that

$$v_p(0) = 1, \text{ and } v_p(h) = 1 + i \frac{(-1)^h - \cos(\pi h/p)}{\sin(\pi h/p)} \text{ for } 1 \leq |h| < p/2.$$  

Furthermore, $v_p(h)$ satisfies

$$v_p(h) = \begin{cases} O(1) & \text{if } h \text{ is even} \\ -\frac{2ip}{\pi h} + O(1) & \text{if } h \text{ is odd.} \end{cases}$$

Proof. This is Lemma 2 in [18].

Lemma 3 Let $p$ be a prime, $1 \leq k < p$, $F(x) \in \mathbb{F}_p[x]$ of degree $d \geq k$, and let $x_1, x_2, \ldots, x_k$ be $k$ different elements of $\mathbb{F}_p$. Then for all $(a_1, \ldots, a_k) \in \mathbb{F}_p^k \setminus (0, \ldots, 0)$, the polynomial

$$G(x) \overset{\text{def}}{=} a_1F(x + x_1) + \cdots + a_kF(x + x_k)$$

is of degree $\geq d - k + 1$.

Proof. This is Lemma 3 in [18].

By (6) and Lemma 2 we have

$$\eta(x, y) = \frac{1}{p} \sum_{|h| < p/2} v_p(h)e_p(h(f(x, y))). \quad (9)$$
Now consider the sum $S(B, d_1, \ldots, d_\ell)$ in the definition of $Q_\ell(\eta)$ in (5), and write

$$B = \{(xz_1, yz_2) : 0 \leq xz_1 \leq t_1(< p), 0 \leq yz_2 \leq t_2(< p)\},$$

$$d_i = (r_i, s_i) \text{ for } i = 1, 2, \ldots, \ell,$$

so that, by (9),

$$|S(B, d_1, \ldots, d_\ell)| = \left| \sum_{x \in B} \eta(x + d_1) \cdots \eta(x + d_\ell) \right|$$

$$= \left| \sum_{0 \leq x \leq t_1/z_1} \sum_{0 \leq y \leq t_2/z_2} \eta(xz_1 + r_1, yz_2 + s_1) \cdots \eta(xz_1 + r_\ell, yz_2 + s_\ell) \right|$$

$$= \sum_{x=0}^{\lfloor t_1/z_1 \rfloor} \sum_{y=0}^{\lfloor t_2/z_2 \rfloor} \frac{1}{p^f} \sum_{|h_1|<p/2} \cdots \sum_{|h_\ell|<p/2} v_p(h_1) \cdots v_p(h_\ell)$$

$$e_p(h_1 f(xz_1 + r_1, yz_2 + s_1) + \cdots + h_\ell f(xz_1 + r_\ell, yz_2 + s_\ell))$$

$$\leq \frac{1}{p^f} \sum_{|h_1|<p/2} \cdots \sum_{|h_\ell|<p/2} |v_p(h_1)| \cdots |v_p(h_\ell)|$$

$$\sum_{x=0}^{\lfloor t_1/z_1 \rfloor} \sum_{y=0}^{\lfloor t_2/z_2 \rfloor} e_p(H(x, y, h_1, \ldots, h_\ell)) \right|$$

(10)

where

$$H(x, y, h_1, \ldots, h_\ell) = h_1 f(xz_1 + r_1, yz_2 + s_1) + \cdots + h_\ell f(xz_1 + r_\ell, yz_2 + s_\ell)$$

$$= h_1 g(xz_1 + r_1) h(yz_2 + s_1) + \cdots + h_\ell g(xz_1 + r_\ell) h(yz_2 + s_\ell).$$

(11)

Now we group the terms according to the value of $s_i$. More precisely, denote the distinct values occurring among $s_1, \ldots, s_\ell$ by $s'_1, \ldots, s'_t$, and for $1 \leq j \leq t$ write

$$I_j = \{i : 1 \leq i \leq \ell, s_i = s'_j\}.$$
Then (11) can be rewritten as
\[ H(x, y, h_1, \ldots, h_\ell) = \sum_{j=1}^{\ell} \left( \sum_{i \in I_j} h_ig(xz + r_i) \right) h(yz + s_j'). \] (12)

Now consider an \( \ell \)-tuple \((h_1, h_2, \ldots, h_\ell)\) with
\[ (h_1, h_2, \ldots, h_\ell) \neq (0, 0, \ldots, 0). \] (13)

Let \( J \) denote the set of the integers \( 1 \leq j \leq t \) such that there is at least one \( i \in I_j \) with \( h_i \neq 0 \). Then by (13), the set \( J \) is nonempty, so that clearly we have
\[ 0 < |J| \leq t \leq \ell. \] (14)

For \( j \in J \) write \( u_j(y) = \sum_{i \in I_j} h_ig(y + r_i) \) and \( U_j(x) = u_j(xz_1) = \sum_{i \in I_j} h_ig(xz_1 + r_i) \). Then (12) can be rewritten as
\[ H(x, y, h_1, \ldots, h_\ell) = \sum_{j \in J} U_j(x)h(yz_2 + s_j') \] (15)

where by Lemma 3 and (7) (and since \( z_1 \neq 0 \)),
\[ \deg U_j(x) = \deg u_j(y) \geq \deg g(x) - |I_j| + 1 \geq k - \ell + 1 \geq 2, \]
and clearly,
\[ \deg U_j(x) \leq \deg g(x) = k \] (16)
(for every \( j \in J \)). Denote the set of the zeros of \( U_1(x) \) (which exist by (14)) by \( \mathcal{X} \). Then for any fixed \( x \) with \( x \in \mathbb{F}_p \setminus \mathcal{X} \) we have \( U_1(x) \neq 0 \), thus again by Lemma 3 and (7) (and \( z_2 \neq 0 \)) as before, the polynomial \( K_{x,h_1,\ldots,h_\ell}(y) \) in (15) is of degree
\[ \deg K_{x,h_1,\ldots,h_\ell}(y) \geq \deg h(y) - |J| + 1 \geq k - \ell + 1 \geq 2, \]
so the last sum in (10) can be estimated by using Lemma 1. Then estimating the contribution of \( h_1 = \cdots = h_\ell = 0 \), resp. the \( x \) values with \( x \in \mathcal{X} \) in the
trivial way, by Lemma 1, Lemma 2 and (16) we get from (10):

\[ |S(B, d_1, \ldots, d_\ell)| \ll \frac{1}{p^\ell} \left( p^2 + \left( \sum_{|h| < p/2} |v_p(h)| \right) \right) \left( \sum_{x \in \mathbb{F}_p \setminus \mathcal{X}} k^1/2 \log p \right) \]

\[ \ll \frac{1}{p^\ell} \left( p^2 + p^\ell (\log p)^\ell (k^p + k^{3/2} \log p) \right) \ll k^\ell (\log p)^{\ell + 1} \]

which proves (8).

3 A two dimensional construction using the multiplicative inverse

Now we will present a two dimensional analogue of construction (3). Throughout this section \( p \) will denote a fixed odd prime. If \( f(x, y) \in \mathbb{F}_p[x, y] \), then the function \( g(x, y) = \frac{1}{f(x, y)} \) is defined on those pairs \((a, b) \in \mathbb{F}_p \times \mathbb{F}_p\) for which \( f(a, b) \neq 0 \), and then \( g(a, b) \) is defined as the multiplicative inverse of \( f(a, b) \pmod{p} \), denoted by \( f(a, b)^{-1} \).

**Theorem 2** Let \( k \in \mathbb{N}, \ k < p \). Assume that \( g(x) \in \mathbb{F}_p[x] \) and \( h(x) \in \mathbb{F}_p[x] \) have degree \( k \) and no multiple zero in \( \overline{\mathbb{F}_p} \). Write \( f(x, y) = g(x)h(y) \), and define the two dimensional binary \( p \)-lattice \( \eta : \mathbb{F}_p^2 \to \{-1, +1\} \) by

\[
\eta(x, y) = \begin{cases} 
+1 & \text{if } (f(x, y), p) = 1 \text{ and } 0 \leq r_p(f(x, y)^{-1}) < p/2, \\
-1 & \text{otherwise.}
\end{cases}
\]

Assume also that \( \ell \in \mathbb{N} \) with \( 2 \leq \ell \leq p \), and one of the following conditions holds:

(i) \( \ell = 2 \),

(ii) \( (4k)^\ell < p \).

Then we have

\[ Q_\ell(\eta) \ll \ell k^3/2 (\log p)^{\ell + 1}. \]
Proof of Theorem 2 Some parts of the proof will be similar to the proof of Theorem 1, thus we will leave some details to the reader. We will use again Lemma 2, but Lemmas 1 and 3 will be replaced by the following two lemmas:

Lemma 4 Let $p$ be a prime, let $Q/R$ be a nonzero rational function over $\mathbb{F}_p$, and let $s$ be the number of distinct roots of the polynomial $R$ in $\mathbb{F}_p$. Furthermore, let $\psi$ be a nontrivial additive character of $\mathbb{F}_p$ and $1 \leq N < p$. If $\deg Q < \deg R$, then
\[
\left| \sum_{0 \leq n < N, R(n) \neq 0} \psi\left( \frac{Q(n)}{R(n)} \right) \right| < (\deg R + s)p^{1/2} \left( \frac{4}{\pi^2} \log p + 0.38 + \frac{0.64}{p} \right) + \frac{N}{p} \left( (\deg R + s - 2)p^{1/2} + 1 \right).
\]
(Here and in what follows, $\frac{Q(n)}{R(n)}$ is defined for $R(n) \neq 0$ as $Q(n)R(n)^{-1}$ where again $R(n)^{-1}$ is the multiplicative inverse of $R(n)$ in $\mathbb{F}_p$.)

Proof This is a part of Theorem 2 of Eichenauer-Hermann and Niederreiter in [5].

Lemma 5 Assume that $k, \ell$ are defined as in Theorem 2, $M \in \mathbb{N}$, $M \leq p$, $F(x) \in \mathbb{F}_p[x]$ has degree $k$, $r \in \mathbb{N}$, $r \leq \ell$, $H_1, \ldots, H_r$ are integers with $0 < |H_i| < p$ for $i = 1, \ldots, r$, and $D_1, \ldots, D_r$ are integers with $0 \leq D_1 < \cdots < D_r < p$. Then writing
\[
Q_{H_1,\ldots,H_r}(n) = \sum_{t=1}^{r} H_t \prod_{1 \leq j \leq r \atop j \neq t} F(n + D_j)
\]
and
\[
R_{H_1,\ldots,H_r}(n) = \prod_{j=1}^{r} F(n + D_j)
\]
(so that $\deg R_{H_1,\ldots,H_r}(n) = kr$), we have
\[
H_1 F(n + D_1)^{-1} + \cdots + H_r F(n + D_r)^{-1} = \frac{Q_{H_1,\ldots,H_r}(n)}{R_{H_1,\ldots,H_r}(n)}
\]
(in \( \mathbb{F}_p \)) for every \( n \) with \( F(n + D_1) \neq 0 \), \ldots, \( F(n + D_r) \neq 0 \) or, equivalently \( R_{H_1, \ldots, H_r}(n) \neq 0 \), and here the polynomial \( Q_{H_1, \ldots, H_r}(n) \) is not the 0 polynomial over \( \mathbb{F}_p \).

**Proof** Apart from the notation, this is Lemma 5 in [20].

Now define \( B, d_1, \ldots, d_\ell \) and \( S(B, d_1, \ldots, d_\ell) \) in the same way as at the beginning of the proof of Theorem 1. In the same way as in (10), we get that

\[
|S(B, d_1, \ldots, d_\ell)| = \left| \sum_{x \in B} \eta(x + d_1) \cdots \eta(x + d_\ell) \right|
\]

\[
= \left| \sum_x \sum_y \frac{1}{p^\ell} \sum_{|h_1| < p/2} \cdots \sum_{|h_\ell| < p/2} v_p(h_1) \cdots v_p(h_\ell) e_p(h_1 f(xz_1 + r_1, yz_2 + s_1)^{-1} \right.
\]

\[
+ \cdots + h_\ell f(xz_1 + r_\ell, yz_2 + s_\ell)^{-1}) | + O(k\ell p)
\]

(18)

where \( \sum_x \) denotes the summation over \( x \) such that \( 0 \leq x \leq t_1/z_1 \) and there is no \( j \) with \( g(xz_1 + r_j) = 0 \), \( 1 \leq j \leq \ell \); \( \sum_y \) denotes the summation over \( y \) such that \( 0 \leq y \leq t_2/z_2 \) and there is no \( j \) with \( h(yz_2 + s_j) = 0 \); finally, the \( O(k\ell p) \) term estimates the contribution of the terms with \( x, y \) such that

\[
f(xz_1 + r_j, yz_2 + s_j) = g(xz_1 + r_j)h(yz_2 + s_j) = 0 \text{ for some } 1 \leq j \leq \ell.
\]

(19)

Indeed, all these terms contribute by a bounded error, and (19) holds if either

\[
1 \leq j \leq \ell, \ g(xz_1 + r_j) = 0 \text{ and } x \in \mathbb{F}_p
\]

(20)

or

\[
1 \leq j \leq \ell, \ h(yz_2 + s_j) = 0 \text{ and } y \in \mathbb{F}_p,
\]

(21)

and both (20) and (21) hold for at most \( \ell kp \) triples \( j, x, y \).

It follows from (18) that

\[
|S(B, d_1, \ldots, d_\ell)| \leq \frac{1}{p^\ell} \sum_{|h_1| < p/2} \cdots \sum_{|h_\ell| < p/2} |v_p(h_1)| \cdots |v_p(h_\ell)| \sum_x |x^e_p(H(x, y, h_1, \ldots, h_\ell))|
\]

(22)
where
\[
H(x, y, h_1, \ldots, h_\ell) = h_1 g(z_1 + r_1)^{-1} h(yz_2 + s_1)^{-1} + \cdots + h_\ell g(z_1 + r_\ell)^{-1} h(yz_2 + s_\ell)^{-1}.
\] (23)

Now we group the terms in the same way as in (11). Defining \(s'_1, \ldots, s'_t, I_1, \ldots, I_t\) in the same way as there, we get from (23):
\[
H(x, y, h_1, \ldots, h_\ell) = \sum_{j=1}^{t} \left( \sum_{i \in I_j} h_i g(z_1 + r_i)^{-1} \right) h(yz_2 + s'_j)^{-1}.
\] (24)

Consider an \(\ell\)-tuple \((h_1, h_2, \ldots, h_\ell)\) with
\[
(h_1, h_2, \ldots, h_\ell) \neq (0, 0, \ldots, 0). \tag{25}
\]

Let \(J\) denote the set of the integers \(1 \leq j \leq t\) such that there is at least one \(i \in I_j\) with \(h_i \neq 0\). Then by (25), the set \(J\) is nonempty, so that clearly we have
\[
0 < |J| \leq t \leq \ell. \tag{26}
\]

For \(j \in J\) write \(u_j(y) = \sum_{i \in I_j} h_i g(y+r_i)^{-1} \) and \(U_j(x) = u_j(xz_1) = \sum_{i \in I_j} h_i g(xz_1 + r_i)^{-1}\). Then (24) can be rewritten as
\[
H(x, y, h_1, \ldots, h_\ell) = \sum_{j \in J} U_j(x) h(yz_2 + s'_j)^{-1} \tag{27}
\]
where by Lemma 5, \(U_j(x)\) is a nonzero rational function whose numerator is of degree
\[\leq |J| k \leq \ell k\]
by (14), thus it has at most \(\ell k\) zeros. Denote the set of the zeros of the rational function \(U_1(x)\) (which exist by (26)) by \(\mathcal{X}\) so that
\[
|\mathcal{X}| \leq \ell k. \tag{28}
\]

Then for any fixed \(x\) with \(x \in \mathbb{F}_p \setminus \mathcal{X}\) we have \(U_1(x) \neq 0\), thus again by Lemma 5 for such an \(x\), the rational function
\[
K_{x, h_1, \ldots, h_\ell}(y) \overset{\text{def}}{=} \sum_{j \in J} U_j(x) h(yz_2 + s'_j)^{-1}
\]
in (27) is a nonzero rational function whose denominator is higher degree than its numerator, and its denominator is again of degree \( |J| k \leq \ell k \) by (14). Thus for such an \( x \) the last sum in (22) can be estimated by using Lemma 4, and then estimating the contribution of \( h_1 = \cdots = h_\ell = 0 \), resp. the \( x \) values with \( x \in X \) in the trivial way, by Lemma 2, Lemma 4 and (28) we get from (22):

\[
|S(B, d_1, \ldots, d_\ell)| \ll \frac{1}{p^\ell} \left( p^2 + \left( \sum_{|h| \leq p/2} |v_p(h)| \right)^\ell \left( |X| p + \sum_{x \in \mathbb{F}_p \setminus X} \ell k p^{1/2} \log p \right) \right) \\
\ll \frac{1}{p^\ell} \left( p^2 + p^\ell (\log p)^\ell (\ell k p + \ell k p^{3/2} \log p) \right) \ll \ell k p^{3/2} (\log p)^{\ell+1}
\]

which proves (17).

4  A two dimensional construction using the index

In this section we will extend construction (4) to two dimensions. As in [13] this construction can be handled using multiplicative characters. Correspondingly, we will use several ideas from [8], [9], [10], [13] and [26], and we will skip some details.

Throughout this section let \( p \) be an odd prime and \( g \) be a fixed primitive root modulo \( p \). \( \text{ind} \ n \) is defined as the unique integer with

\[ g^{\text{ind} \ n} \equiv n \pmod{p} \]

and \( 1 \leq \text{ind} \ n \leq p - 1 \).

**Theorem 3** Let \( p \) be an odd prime, \( f(x, y) \in \mathbb{F}_p[x, y] \) be a polynomial of degree \( k \). Suppose that \( f(x, y) \) is squarefree and it is not of the form

\[
\prod_{j=1}^r f_j(\alpha_j x + \beta_j y)
\]

(29)
where $\alpha_j, \beta_j \in \mathbb{F}_p$ and $f_j(x) \in \mathbb{F}_p[x]$ is a one variable polynomial for $j = 1, 2, \ldots, r$. Assume also that $\ell \in \mathbb{N}$ and one of the following conditions holds:

a) $f(x,y)$ is irreducible;

b) $\ell = 2$;

c) $(4k) \ell \leq p$.

Define the two dimensional binary $p$-lattice $\eta : I^2_p \to \{-1, +1\}$ by

$$\eta(x,y) = \begin{cases} 
+1 & \text{if } (f(x,y), p) = 1 \text{ and } 1 \leq \text{ind } f(x,y) \leq \frac{p-1}{2} \\
-1 & \text{otherwise}
\end{cases} \quad (30)$$

Then

$$Q_{\ell}(\eta) \ll \ell k p^{3/2} \log p^{\ell+1}.$$ 

We remark that the use of index (discrete logarithm) makes the application of this construction very slow and impractical. However, as in one dimension, one can make this construction much faster and more practical along the lines presented in [8] and [10].

**Proof of Theorem 3**

The theorem is trivial for $k^2 \gg p$ or $\ell^2 \gg p$, thus we may assume

$$(k + \ell)(k + \ell - 1)/2 \leq p.$$ 

We will use the following lemma.

**Lemma 6** Let $p \geq 5$ be a prime and $\chi$ be a multiplicative character of order $d$. Suppose that $h(x_1, x_2) \in \mathbb{F}_p[x_1, x_2]$ is not of the form $cg(x_1, x_2)^d$ with $c \in \mathbb{F}_p$, $g(x_1, x_2) \in \mathbb{F}_p[x_1, x_2]$. Let $k$ be the degree of $h(x_1, x_2)$. Then we have

$$\sum_{x \in B} \chi(h(x)) < 10kp^{3/2} \log p$$

for every 2 dimensional box $p$-lattice $B \subseteq I^2_p$.

**Proof of Lemma 6** This is Lemma 2 in [13].
In the same way as in [26] we get
\[
\eta(x, y) = \frac{2}{p-1} \sum_{\chi \neq \chi_0} \chi(f(x, y)) \sum_{k=1}^{(p-1)/2} \chi^k(g)
\]
\[
= \frac{2}{p-1} \sum_{\chi \neq \chi_0} \chi(f(x, y)) \frac{\chi(g) - \chi^{(p+1)/2}(g)}{1 - \chi(g)}
\]
(31)

Now consider the sum \(S(B, d_1, \ldots, d_\ell)\) in the definition of \(Q_\ell(\eta)\) in (5) and write
\[
B = \{(x_1, y) : 0 \leq x_1 \leq t_1(< p), 0 \leq y \leq t_2(< p)\}
\]
\[
d_i = (r_i, s_i) \text{ for } i = 1, 2, \ldots, \ell,
\]
so that, by (5),
\[
|S(B, d_1, d_2, \ldots, d_\ell)| = \left| \sum_{x \in B} \eta(x + d_1) \cdots \eta(x + d_\ell) \right|
\]
\[
= \left| \sum_{0 \leq x \leq t_1/z_1} \sum_{0 \leq y \leq t_2/z_2} \eta(x_1 + r_1, y + s_1) \cdots \eta(x_1 + r_\ell, y + s_\ell) \right|.
\]

By this, (31) and the triangle-inequality
\[
|S(B, d_1, d_2, \ldots, d_\ell)| \leq \frac{2^\ell}{(p-1)^\ell} \left| \sum_{0 \leq x \leq t_1/z_1} \sum_{0 \leq y \leq t_2/z_2} \sum_{\chi \neq \chi_0} \chi(f(x, y)) \sum_{j=1}^{\ell} \frac{\chi_j(g) - \chi_j^{(p+1)/2}(g)}{1 - \chi_j(g)} \right|
\]
\[
\leq \frac{2^\ell}{(p-1)^\ell} \sum_{\chi \neq \chi_0} \cdots \sum_{\chi \neq \chi_0} \left| \sum_{0 \leq x \leq t_1/z_1} \sum_{0 \leq y \leq t_2/z_2} \chi_1(f(x_1 + r_1, y_2 + s_1)) \cdots \chi_\ell(f(x_1 + r_\ell, y_2 + s_\ell)) \prod_{j=1}^{\ell} \frac{1 - \chi_j^{(p-1)/2}(g)}{1 - \chi_j(g)} \right|.
\]
(32)

Now, let \(\chi\) be a generator of the group formulated by the modulo \(p\) (multiplicative) characters, e.g., \(\chi\) can be chosen as the character uniquely defined
by $\chi(g) = e\left(\frac{1}{p-1}\right)$. Then the order of $\chi$ is $p - 1$. Let

$$\chi_u = \chi^{\delta_u} \text{ for } u = 1, 2, \ldots, \ell$$

where, by $\chi_1 \neq \chi_0, \ldots, \chi_\ell \neq \chi_0$, we may take

$$1 \leq \delta_u < p - 1 \text{ for } u = 1, 2, \ldots, \ell.$$ 

Thus in (32) we have

$$\chi_1(f(xz_1 + r_1, yz_2 + s_1)) \cdots \chi_\ell(f(xz_1 + r_\ell, yz_2 + s_\ell)) =$$

$$\chi^{\delta_1}(f(xz_1 + r_1, yz_2 + s_1)) \cdots \chi^{\delta_\ell}(f(xz_1 + r_\ell, yz_2 + s_\ell)) =$$

$$\chi(f^{\delta_1}(xz_1 + r_1, yz_2 + s_1)) \cdots f^{\delta_\ell}(xz_1 + r_\ell, yz_2 + s_\ell)).$$

By Lemma 6 it follows that if $f^{\delta_1}(xz_1 + r_1, yz_2 + s_1) \cdots f^{\delta_\ell}(xz_1 + r_\ell, yz_2 + s_\ell)$ is not a perfect $p - 1$-st power, then

$$\left| \sum_{0 \leq x \leq t_1/z_1} \sum_{0 \leq y \leq t_2/z_2} \chi_1(f(xz_1 + r_1, yz_2 + s_1)) \cdots \chi_\ell(f(xz_1 + r_\ell, yz_2 + s_\ell)) \right|$$

$$= \left| \sum_{0 \leq x \leq t_1/z_1} \sum_{0 \leq y \leq t_2/z_2} \chi(f^{\delta_1}(xz_1 + r_1, yz_2 + s_1)) \cdots f^{\delta_\ell}(xz_1 + r_\ell, yz_2 + s_\ell)) \right|$$

$$\ll kp^{3/2} \log p.$$
By this, (32), (33) and the triangle-inequality we have

\[ |S(B, d_1, d_2, \ldots, d_\ell)| \leq \frac{2^\ell}{(p-1)^\ell} \sum_{\chi_1 \neq \chi_0} \cdots \sum_{\chi_\ell \neq \chi_0} \left| \sum_{0 \leq x \leq t_1/z_1, 0 \leq y \leq t_2/z_2} \chi_1(f(xz_1 + r_1, yz_2 + s_1)) \cdots \chi_\ell(f(xz_1 + r_\ell, yz_2 + s_\ell)) \right| \frac{1 - \chi_j(p-1)/2(g)}{1 - \chi_j(g)} \]

\[ = \frac{2^\ell}{(p-1)^\ell} \sum_{\delta_1=1}^{p-2} \cdots \sum_{\delta_\ell=1}^{p-2} \left| \sum_{0 \leq x \leq t_1/z_1, 0 \leq y \leq t_2/z_2} \chi(f^{\delta_1}(xz_1 + r_1, yz_2 + s_1) \cdots f^{\delta_\ell}(xz_1 + r_\ell, yz_2 + s_\ell)) \right| \frac{1 - \chi_j(p-1)/2(g)}{1 - \chi_j(g)} \]

\[ \leq \frac{2^\ell}{(p-1)^\ell} \sum_{\delta_1=1}^{p-2} \cdots \sum_{\delta_\ell=1}^{p-2} k p^{3/2} \log p \left| \prod_{j=1}^{\ell} 1 - \chi_j(p-1)/2(g) \right| \frac{1 - \chi_j(g)}{1 - \chi_j(g)} \]

\[ + \frac{2^\ell}{(p-1)^\ell} \sum_{1 \leq \delta_1, \ldots, \delta_\ell \leq p-2, f^{\delta_1}(xz_1 + r_1, yz_2 + s_1) \cdots f^{\delta_\ell}(xz_1 + r_\ell, yz_2 + s_\ell)} \left| \prod_{j=1}^{\ell} 1 - \chi_j(p-1)/2(g) \right| \frac{1 - \chi_j(g)}{1 - \chi_j(g)} \]

\[ = \frac{2^\ell}{(p-1)^\ell} \sum_1 + \frac{2^\ell}{(p-1)^\ell} \sum_2. \]

By [13, p.384] we have

\[ \frac{2^\ell}{(p-1)^\ell} \sum_1 \leq k \ell 4^\ell p^{3/2}(\log p)^{\ell+1}. \]

It remains to prove that \( \sum_2 = 0 \). We will prove this by adapting the method used in [13].

**Lemma 7** Suppose that the conditions of Theorem 3 hold. Let \( z_1, z_2, r_1, \ldots, r_\ell, s_1, \ldots, s_\ell \in \mathbb{F}_p \) and \( 1 \leq \delta_1, \ldots, \delta_\ell \leq p - 2 \). Then

\[ f^{\delta_1}(xz_1 + r_1, yz_2 + s_1) \cdots f^{\delta_\ell}(xz_1 + r_\ell, yz_2 + s_\ell) \in \mathbb{F}_p[x, y] \]

is not a constant times the \( p - 1 \)-st power of a polynomial.

**Proof of Lemma 7** We will need the following definitions:
Definition 2 Let $A$ and $B$ be multisets of the elements of $\mathbb{F}_p^n$. If $A + B$ represents every elements of $\mathbb{F}_p^n$ with multiplicity divisible by $p-1$, i.e., for all $c \in \mathbb{F}_p^n$, the number of solutions of

$$a + b = c, \quad a \in A, \ b \in B$$

(the $a$’s and $b$’s are counted with their multiplicities) is divisible by $p - 1$, then $A + B$ is said to have property $\mathcal{P}$.

Definition 3 If $r, \ell, p \in \mathbb{N}$, where $p$ is a prime and $r, \ell \leq p - 1$, then $(r, \ell, p)$ is said to be an admissible triple if there are no $A, B \subseteq \mathbb{F}_p^2$ such that $A$ contains $r$, $B$ contains $\ell$ distinct elements, and $A + B$ possesses property $\mathcal{P}$.

Similarly to the proof of Theorem A in [7], we introduce an equivalence relation:

Definition 4 Two polynomials $\varphi(x, y), \psi(x, y) \in \mathbb{F}_p[x, y]$ are equivalent, $\varphi \sim \psi$, if there are $a_1, a_2 \in \mathbb{F}_p$ such that

$$\psi(x, y) = \varphi(x + a_1, y + a_2).$$

Write $f(x, y)$ as a product of irreducible polynomials in $\mathbb{F}_p[x, y]$. Let us group these factors so that in each group the equivalent irreducible factors are collected. Consider a typical group $\varphi(x + a_{1,1}, x_2 + a_{2,1}), \varphi(x + a_{1,2}, y + a_{2,2}), \ldots, \varphi(x + a_{1,s}, y + a_{2,s})$. Since $f(x, y)$ is squarefree, each $\varphi(x + a_{1,i}, y + a_{2,i})$ has multiplicity 1 in the factorization $f(x, y)$. Then $f(x, y)$ is of the form

$$f(x, y) = \varphi(x + a_{1,1}, y + a_{2,1}) \cdots \varphi(x + a_{1,s}, y + a_{2,s}) g(x, y),$$

where $g(x, y)$ has no irreducible factor equivalent with any $\varphi(x + a_{1,i}, y + a_{2,i})$ $(1 \leq i \leq s)$.

We will use the following lemma:
**Lemma 8** Let \( \varphi(x, y) \in \mathbb{F}_p[x, y] \) be nonzero and let \( c, a_1, a_2 \in \mathbb{F}_p \) with \( (a_1, a_2) \neq (0, 0) \) be such that
\[
\varphi(x, y) = c\varphi(x + a_1, y + a_2).
\] (36)

Suppose that the degree of \( \varphi(x, y) \) is \(< p \). Then \( \varphi(x, y) \) is of the form
\[
\varphi(x, y) = g(a_2x - a_1y)
\] (37)
for a polynomial \( g(x) \in \mathbb{F}_p[x] \).

**Proof of Lemma 8.** This is Lemma 6 in [13].

Now we are ready to complete the proof of Lemma 7. Let \( h(x, y) = f^\delta_1(xz_1 + r_1, yz_2 + s_1) \cdots f^\delta_\ell(xz_1 + r_\ell, yz_2 + s_\ell) \). Let \( f(x, y) = f(xz_1, yz_2) \) and \( x = (x, y) \), then \( h(x) = f^\delta_1(x + d_1) \cdots f^\delta_\ell(x + d_\ell) \).

First we study the case when condition a) holds in Theorem 3, i.e., when \( f(x, y) \) is irreducible in \( \mathbb{F}_p[x, y] \). Then \( f(x, y) \) and so \( \tilde{f}(x, y) \) are not of the form (29). Then \( f(x, y) \) is not of the form \( g(a_2x - a_1y) \) for a polynomial \( g(x) \in \mathbb{F}_p[x] \). Using Lemma 8 we get that the irreducible polynomials \( \tilde{f}(x + d_j) \) are distinct. There is unique factorization in \( \mathbb{F}_p[x, y] \), thus the product \( h(x) \) can be a constant multiple of the \( p - 1 \)-st power of a polynomial if and only if \( p - 1 \mid \delta_1, \ldots, \delta_\ell \). Since we assumed that \( 1 \leq \delta_1, \ldots, \delta_\ell \leq p - 2 \) thus this cannot hold.

Now we assume that b) or c) holds in Theorem 3. Since \( f(x, y) \) is not of the form (29), in the factorization of \( \tilde{f}(x, y) \) there is an irreducible factor \( \overline{u}(x, y) \) which cannot be written in form
\[
\overline{u}(x, y) = u_j(\alpha_j x + \beta_j y).
\] (38)

Consider the polynomials \( \overline{u}(x + a_i) \) for \( i = 1, 2, \ldots, r \) which are equivalent with \( \overline{u}(x) \) and appear in the factorization of \( u(x) \).

We prove by contradiction that \( h(x) = f^\delta_1(x + d_1) \cdots f^\delta_\ell(x + d_\ell) \) is not a constant multiple of the \( p - 1 \)-st power of a polynomial. Again we suppose
that \( h(x) = \tilde{f}_1(x + d_1) \cdots \tilde{f}_\ell(x + d_\ell) \) is the constant multiple of the \( p-1 \)-st power of a polynomial.

Write \( h(x) \) as a product of irreducible polynomials in \( \mathbb{F}_p[x, y] \). Then all polynomials \( \overline{\pi}(x + a_i + d_j) \) (\( 1 \leq i \leq s \), \( 1 \leq j \leq \ell \)) occur amongst the factors. These polynomials \( \overline{\pi}(x + a_i + d_j) \) are equivalent, and no other factor belonging to this equivalence class will occur amongst the irreducible factor of \( h(x) \). Write \( A = \{a_1, \ldots, a_r\} \) and \( D = \{d_1, \ldots, d_1, \ldots, d_\ell, \ldots, d_\ell\} \subseteq \mathbb{F}_p^2 \), where \( r \leq k \). By Lemma 8 all polynomials \( \overline{\pi}(x + c) \) for \( c \in \mathbb{F}_p^2 \) are distinct since \( \overline{\pi} \) is not of form (38). Thus in the collection, formed by the equivalent factors \( \overline{\pi}(x + a_i + d_j) \), every polynomial \( \overline{\pi}(x + c) \) must occur with multiplicity divisible by \( p-1 \). Then \( A + D \) possesses property \( P \).

**Lemma 9** Let \( s(s-1)/2 < p \) and

\[
d_i = (d'_i, d''_i) \in \mathbb{F}_p^2 \quad (1 \leq i \leq s)
\]

be different vectors. Then there exists a \( \lambda \in \mathbb{F}_p^* \) such that

\[
d'_i + \lambda d''_i \in \mathbb{F}_p \quad (1 \leq i \leq s)
\]

are different.

**Proof of Lemma 9** This is Lemma 7 in [13].

By Lemma 9 we may choose \( \lambda \in \mathbb{F}_p \) so that both the sums \( a' + \lambda a'' \) with \( (a', a'') \in A \) and \( d' + \lambda d'' \) with \( (d', d'') \in D \) are distinct. Write now \( A' = \{a' + \lambda a'': (a', a'') \in A\} \) and let \( D' \) be the multiset which contains \( r_i + \lambda s_i \) with multiplicity \( \delta_i \) where \( d_i = (r_i, s_i) \in D \) with multiplicity \( \delta_i \):

\[
D' = \{r_i + \lambda s_i: (r_i, s_i) \in D\}.
\]

**Lemma 10** \( A' + D' \) possesses property \( P \).
Proof of Lemma 10  In order to prove the lemma we have to show that for any \( c \in \mathbb{F}_p \) the number of solutions

\[
a + d = c, \quad a \in A', \ d \in D'
\]

is divisible by \( p - 1 \). Indeed, it is clear that the number of solutions of (39) is the same as the number of solutions of

\[
(a', a'') + (d', d'') = (c', c''), \quad (a', a'') \in A, \ (d', d'') \in D
\]

\[
c' + \lambda c'' = c. \tag{40}
\]

Since \( A + D \) possesses property P, for any \( (c', c'') \in \mathbb{F}_p^2 \) the number of solutions of the equation

\[
(a', a'') + (d', d'') = (c', c''), \quad (a', a'') \in A, \ (d', d'') \in D
\]

is divisible by \( p - 1 \). Thus the number of solutions of the system (40) is also divisible by \( p - 1 \), and equivalently, the number of solutions of (39) is also divisible by \( p - 1 \). This proves Lemma 10.

By Lemma 10 \( A' + D' \) possesses property P. Thus \( (r, \ell, p - 1) \) is not an admissible triple. By the following lemma this is not possible:

Lemma 11  (i) For every prime \( p \) and \( r \in \mathbb{N} \) the triple \( (r, 2, p) \) is admissible.

(ii) If \( p \) is prime, \( r, \ell \in \mathbb{N} \) and

\[
(4k)^\ell < p,
\]

then \( (r, \ell, p - 1) \) is admissible.

(iii) If \( p \) is a prime such that 2 is primitive root modulo \( p \), then for every pair \( (r, \ell) \in \mathbb{N} \) with \( r < p, \ \ell < p \) the triple \( (r, \ell, p - 1) \) is admissible.

Proof of Lemma 11  This is proved in the proof of Lemma 1 in [8]. Note that replacing Lemma 9 by Lemma 4 in [21], it could be shown that (ii) in Lemma 11 and thus c) in Theorem 3 also holds if the inequalities are replaced by \( 4^{k+\ell} < p \).
So we get a contradiction, thus we have proved that b) and c) in Theorem 3 also imply the conclusion of Lemma 7.

Note that the implementation and handling of this construction is rather complicated and slow, since there is no fast algorithm computing the index. Gyarmati [8], [10] worked out a fast version of the one dimensional construction (4); in a similar manner one could work out a fast version of construction (30) in Theorem 3.

5 Remarks

In each of the three constructions we estimated the only pseudorandom measure $Q_{\ell}(\eta)$. One may also introduce and study further, independent measures of pseudorandomness and, indeed, in a forthcoming series this will be our goal. One may also study the connection between different measures of pseudorandomness. E.g., in the one dimensional case Brandstätter and Winterhof [2] were the first to observe that from the upper bounds for the correlation of “not very large” order of a binary sequence one can deduce a lower bound for the linear complexity of it, and later Andics [1] proved another similar inequality. One might like to look for the multidimensional analogues of these results. Then the first problem is how to extend the notion of linear complexity to $n$-dimensional lattices? The simplest although not quite satisfactory way would be to stretch the lattice into a binary sequence in the way described and studied in [11] (first we take the elements of the first row of the lattice, then we continue with the elements of the second row, etc.), and then to study the linear complexity of the binary sequence obtained in this way. One might like to go beyond this simple way and also introduce and study notion(s) of more multidimensional nature of linear complexity of lattices.

All our constructions and results presented in this paper could be extended from two dimensional lattices to $n$-dimensional ones at the expense
of extending some technical lemmas from two dimensions to \( n \) dimensions (and working with lengthier formulas). In general in \( n \) dimensions the trivial upper bound for the pseudorandom measure \( Q_\ell(\eta) \) of an \( N \)-lattice is \( O(N^n) \), our approach gives \( O(N^{n-1/2+o(1)}) \), and the expected optimal bound would be \( O(N^{n/2+o(1)}) \) (so that while in two dimensions our estimates roughly halve the gap between the trivial resp. optimal bound, as the dimension increases the saving relative to the size of the gap decreases rapidly).

As we referred to it earlier, to close this gap one would need the application of Deligne’s theorem. Unfortunately, in order to apply this result one needs the inconvenient assumption of nonsingularity. This requirement could be ensured in the estimate of \( Q_1(\eta) \), but no matter how strong assumptions (absolute irreducibility, etc.) we have on our polynomials \( f(x,y) \), for \( \ell \geq 2 \) the estimate of \( Q_\ell(\eta) \) leads to character sums involving a large set of complicated polynomials and one cannot guarantee that all these polynomials satisfy the nonsingularity requirement.
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